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ABSTRACT

In previous works, Tkeda’s method was modified to be able to applicable for shallow draught cross-section as
buttock flow stern part and barge type vessels. In this paper, the effects of the modified Ikeda's method on
shallow-draught vessels, which have been developed in recent years, are investigated. Additionally, in this
investigation, a typographical error on the formula of the eddy making component is found, the equation is

corrected and its effects on estimation are investigated.

Keywords: lkeda’s method, Eddy Making component, Shallow draught Effects.

1. INTRODUCTION

It is difficult to estimate rolling accurately by
only potential theory because roll damping is
significantly affected by viscosity.

Ikeda et al. (1977, 1978 and SRI161 1977)
assume that roll damping of naked hull without
forward speed where the viscous effects are
significant can be composed of individual wave
making, frictional and eddy making components. In
the method, the wave-making component is obtained
by potential theory, the frictional component is
obtained by Kato's semi-empirical formula (1957),
and the eddy making component is obtained by the
semi-empirical formula is proposed by lkeda et al.
(1977, 1978 and SR161 1977) which is composed of
the profile of hull’s pressure distribution on hull
caused by the eddies generated by rolling and its
maximum value. However, the method can
underestimate the eddy making roll damping for
shallow draught cross-section as buttock flow stern
part and barge type vessels. Then, Katayama et
al.(2009) modify the method to be able to make it
applicable for cross-section with shallow draught.

In recent years, shallow-draught vessels have
been developed according to increasing in size.
Then, in this paper, the effects of the modified
Ikeda’s method for shallow draught vessels are
investigated. Additionally, Kashiwagi who is one of

the authors finds a typographical error on the
formula of the eddy making component, in this
study, the equation is corrected and its effects on
estimation is investigated.

2. CORRECTION AND MODIFICATION OF
THE FORMULA THAT IS PROPOSED BY
IKEDA ET AL. (1977)

2.1 Correction of the formula

One of the components of roll damping is the
eddy making component, which is obtained by hull
surface pressure distribution caused by eddies
generated on the naked hull.

Based on the measured results, generated
numbers of eddies on cross-section are investigated
and by related to the shape of the cross-section, it is
categorized into one and two points separation,
which are the half breadth-draught ratio Ho (=B/2d,
B and d are breadth and draught.) and the area
coefficient o (=S/Bd, S is the area of the section
under waterline.).

Figure 1 shows the measured hull surface
pressure distribution by Ikeda et al. (1977, 1978 and
SR161 1977). From the results, Ikeda et al. (1977,
1978 and SR161 1977) assume a linear variation of
the difference of the pressure distribution between
the right and the left sides of the hull as shown in
Figure 2, separately to the cases of one- and two-
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points separation. In this figure, O is on the water
surface, G is the center of gravity, d is draught, R is
bilge radius, and P, is pressure coefficient at eddy
separation points caused by rolling around G.

s J

Figure 1: Measured hull surface pressure distribution by
Ikeda et al. (1977).

: measured
.=0.140rad

N No=

n,=sin@
n,=cos@

z

Figure 2: Assumed profile of the difference of pressure
distribution between right and left sides of underwater hull
caused by rolling around G. Left figure shows simplified
midship cross-section as the case of two-points separation.
Right figure shows simplified bow cross-section as the case
of one-point separation.

The eddy-making damping moment Mzx can be
obtained by multiplying the hull surface pressure as
shown in Figure 2 by the moment lever up to the roll
axis at each point and integrating all over hull
surface. For the case of two-points separation, the
eddy-making damping moment Mze for 2D cross-
section with length L becomes

where % 1s the distance from calm water level O
to roll axis G, which is positive when taken
downward.

Details of the derivation of Equations (1) and (2)
are shown in Ikeda et al. (1977)(1978) and SR161
(1977). For example, Equations (7) and (8) in Ikeda
et al. (1977)(1978) must correspond Equation (1)
and (2). However, the coefficient of OG /d in
Equation (7) and (8) in Ikeda et al. (1977)(1978) is
taken as 1, which is incorrect. Similarly, the same
coefficient in Equations (9) and (10) in Ikeda et al.
(1977)(1978) is also incorrect, and the following
Equations (3) and (4) are corrected versions.

30G P
we = Ld’ [1—57—](21%2) 3 (3)
R 3 OG R
i
pdzé‘é‘ 3

ARV

2.2 Modification of the formula by Katayama et al.
(2009)

In Ikeda’s method, the Lewis-form
approximation is applied to cross-section below roll
axis, and the separation point of eddy at the cross-
section is defined as the point where the distance r
from the roll axis to the hull surface is the maximum
Fmax, and it is expressed as Equation (5) using Lewis-
form parameters a; and as.

0 = l/jl lf linm( (l//l ) max (WZ)
Los” a(l+a,)

4a,

=y, if}’ (l//l) < e (l//z) (5)

where, yis Lewis argument at the point for 7 = 7max.
If v is 0, the point is keel position. However,
Equation (5) makes a separation point error for a
cross-section whose o is close to 1 and Hp is large,
such as a barge type vessel, and determines that the
separation point is the keel position (Ikeda et al.,
1993).

Figure 3 shows the applicable range of Lewis-
form approximation, the existence range of the
solution of y» in Equation (5), and the boundary line
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of the separation points proposed by Ikeda et al.
(1977)(1978). The shaded area in this figure shows
the area of the cross-sectional shape that is judged to
be the keel position (one-point separation) because
the solution of y» does not exist in Equation (5), even
though the separation point is actually bilge part. In
other words, the distance from roll axis to the bilge
is clearly farther than the distance from roll axis to
the keel, then the eddy making damping moment is
underestimated.

Figure 4 shows the distance from roll axis to hull
surface when Hj is changed at o = 1, with the
horizontal axis as Lewis argument . The v for the
maximum value of this curve is y» in Equation (5).
From this figure, it can be seen that y» changes in
proportion to Hy, and that the solution disappears
when Hj is too large or too small. In order to deal
with the case where o is close to 1 and there is no
solution for y» in Equation (5), the argument y»
indicating the bilge position of rectangular cross-
section is added, and Equation (6) is used instead of
Equation (5).

2
o
@®
Ir e, 1@
s
@
% ] H, 2

Figure 3: The applicable area of Lewis form approximation
(between line @ and line @) for the area coefficient (6= /
Bd, S is the area of section) and the half breadth to draught
ratio (Ho = B / 2d), the existence area of solution of y: in
equation (5) (upper area for line @) and the boundary line
® of one (under area for line @) or two points separation.

Figure 4: Relation between the distance from roll center to
hull surface expressed by Lewis form approximation and the
Lewis argument on the transformed unit circle.
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— {V/l lf rmax (l//l) 2 rmax (l//z) (6)
l//2 lf rmax (lr//l ) < rmax (l/l2)
where
w, =0 (7)
lCOS_l al(1+a3) 1f a1(1+a3) Sl
4a, 4a,
v, = 1 (®)
tan™ H, if [adra)l
4a,

However, when y = tan’'Hj, the maximum flow
velocity Vmax and the acceleration rate y are
calculated using w1, moreover, eddy occurs only at
one side bilge part. This is the results of considering
the free surface effects for shallow draught.

3. TARGET VESSELS

The type of target vessels are the PCC and
LNGC which is used by Katayama et al.
(2020)(2021) with an average center of gravity
height draught ratio KG / d and a half-width draught
ratio Ho (= B/ 2d) in recent years, and the 2D model
used by Ikeda et al. (1997) (Series 60 Cg= 0.6).
Figure 5 and Tables 1 and 2 show body plan,
principle particulars and calculation conditions for
the PCC and LNGC. Tables 3 and 4 show the
principle particulars and calculation conditions for
the 2D model.

AP. G L FP.
8.5.1 - PZAd N Y
~J o7
val 1 — S.S.8
S.82 =53 —  SS7
S.8.3— | SS6
S.S.4 [m]
$.8.5— “——S8.5
02 0.2
PCC
>
AP, — G ../ — EP
——H— 559
$.8.1 — + / /‘__ g
S.s2—4 S.8.7
5.5.3 y
v m
S.S.4, 5—3 S.8.6,5
-02 % 0.2
LNGC

Figure 5: Body plans of PCC and LNGC models.

Table 1: Principal particulars of PCC and LNGC models.

type of ship PCC LNGC
scale 1/97.5 1/140
overall length: Loa [m] 2.054 2.096
breadth: B [m] 0.330 0.350
depth: D [m] 0.351 0.193
draught (designed full load): d [m] 0.100 0.084
Ho=B /2d 1.650 2.083
ship mass: W[kg] 36.68 4233
height of the center of gravity: 0.152 0.150
KG[m]
0G =KG-d 0.052 0.066
metacentric height GM [m] 0.0126 | 0.0118
natural roll period: 7u[s] 1.96 2.20
position of bilge keels $.8.3.4 - | 5.8.3.65-
$.8.5.6. | s.5.6.45
height of bilge keel: bk [m] 0.0087 | 0.0050
initial trim [m]: do- dr 0 0
LCG [m] from midship (+ aft) 0.0615 | -0.0193

Table 2: Condition for roll damping calculation at PCC and
LNGC models.

PCC LNGC
¢ [deg] | 5.0,10.0,20.0,23.0 | 5.0,10.0,20.0,23.0
T[s] 1.96 2.20

Table 3: Particulars of 2D model used by Ikeda et al..

model | bilge radius sectional area |  Ho=B bek
& coefficient: o 2d [m]
Series 60
U 5=06, 555 0.9770 1232 | 0.010

Table 4: Condition for roll damping calculation at 2D model.

Series 60 Cz=0.6
¢ [deg] 5.0, 8.59,10.0, 11.46, 14.32
Ts] 1.0

4. EFFECTS OF THE CORRECTION AND
MODIFICATION ON EDDY MAKING
COMPONENT

4.1 2D model

The calculated results of total roll damping for
two different draughts are shown in the following.

Figure 6 shows the results of changing the KG at
d =23 mm (H, = 5.15) which is a shallow draught.
In this figure, “corrected” shows the result of
applying the aforementioned correction, whereas
“modified” shows the result of applying the
aforementioned modification in addition to the
correction. From this figure, it seems that the results
have changed slightly due to correction and
modification, but it seems negligible small. In order
to investigate in extenso, the ratio of “corrected” and
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“modified” to “original” are obtained, and around
ratio 1 is enlarged and shown in Figure 7. The
impacts of correction are minor in this figure;
however, the effects of modification are obvious,
and the effects increase as the KG decreases.

() |
o
o o
0.0l
0.008}
0.006}
0.004}
0.0024
’ 5 10 15

Figure 6: Comparison of B4 predicted by original Ikeda’s
method, corrected method and modified method with
correction at d= 23 mm (Ho=5.15).

1.067
o
1041 0
o
o
1.021 o
1__
0.98 : : :
5 10 15

Figure 7: Ratio of the predicted results of corrected method
and modified method with correction to the results of
original Ikeda’s method at d= 23 mm (Ho=5.15).

Figure 8 shows the results of changing the KG at
d = 50 mm (Ho = 2.37) which is general draught.
Since the details of their difference are not clear in
this figure, the ratio of “corrected” and “modified”
to “original” are calculated, and the values around
ratio 1 is enlarged and shown in Figure 9. In this
figure, the effects of modification are larger when B
/ 2KG > 2.37, and the effects of correction is larger
when B / 2KG <2.37. The effects of correction
increase as the KG increases.

@ m
o
[
0.017
o o 0 o ()
0.008}
0.006}
0.004}
0.002+
20 5 10 15

Figure 8: Comparison of B4 predicted by original Ikeda’s
method, corrected method and modified method with
correction with correction at d= 50 mm (Ho=2.37).

1.067
1.04+
o i |
1.02f 3 n O
o o o O ?
1__
0.98 : : :
0 5 10 15

Figure 9: Ratio of the predicted results of corrected method
and modified method with correction to the results of
original Ikeda’s method at d= 50 mm (Ho=2.37).

4.2 PCC and LNGC models

Figure 10 shows the calculated results of total
roll damping of PCC and LNGC with full load for
different KG. In this figure, the effects of the
correction appear for both vessels. On the other
hand, the effects of the modification are not shown
because their area coefficients are enough smaller
than 1 even if shallow draught cross-section.

In order to investigate which cross-section has
significant effects on roll damping, Figure 11 shows
the longitudinal distribution of eddy making
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component Bz In this figure, it is found that the
effects appear at bow and stern cross-sections.

(o] 5]
o] [m]
[ m
0.02
o
)
o o
0.01“ I:I
q o o
a
0 10 20 30
9
0.024 )
o
0.01" g El |]
ﬂ i |
X 10 20 30

Figure 10: Comparisons of Bas predicted by original Ikeda’s
method, corrected method and modified method with
correction. (upper: PCC at 7=1.96s, lower: LNGC at
T=2.20s)

0.003f
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0.00H 9
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° 00000
) - Q °
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Figure 11: Comparisons between the predicted results by
original Ikeda’s method and modified method with
correction. (upper: PCC at 7=1.96s, lower: LNGC at
T=2.20s)

5. CONCLUSION

A typographical error of Ikeda’s formula of the
eddy making component for naked hull is corrected
and the method is modified to include the effects of
shallow draught. In order to investigate these
effects, roll damping for 2D model, LNGC and PCC
with the average half-breadth to draught ratio in
recent years are estimated by the proposed and the
original methods. The following conclusions are
obtained.

1. In the calculations for the 2D model, when the
draught is shallow, the roll damping increases
slightly due to the modification, and the effects
increase for lower height of the center of
gravity. On the other hand, for current average
draught, the roll damping increases slightly due
to the modification and the correction, and
which effects is larger depends on the height of
the center of gravity. In addition, the effects of
the correction increase according to increase of
the height of the center of gravity.

2. In the calculations for LNGC and PCC, the roll
damping increases due to the correction. It is
also found that the effects appear near bow and
stern cross-sections. On the other hand, the
effects of the modification are not shown,
because area coefficient of shallow draught
cross-section is enough smaller than 1.

3. For Ikeda's method, the correction should be
adopted and it is better to also take into the
modification. However, the both effects are not
so significant for target vessels in this study.
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ABSTRACT

Recently, Ikeda’s method for roll damping is used for wide-breadth, shallow-draught and low KG vessels,
however the results may be overestimated. Because the bilge-keel component of Tkeda’s method does not
sufficiently consider the effects of shallow draught and low KG. In order to improve Ikeda's method, the
effects of shallow draught and low KG is investigated by using CFD (Katayama et al. 2019,2020) and new
coefficients for the effects of the ratio of KG to draught and half breadth to draught without free surface to
correct flow velocity at bilge-keel is proposed. The estimated results are compared with measured results and
effectiveness of the new coefficients are confirmed by Katayama et al.(2021), however it is not accurate
enough because of the nonexistence of free surface effects and it is being investigated to include the effects.

In this paper, the effects of free surface on normal force component of bilge-keel component are
investigated by using CFD and a new coefficient to correct the drag coefficient of bilge-keel is proposed. From
the comparisons of calculated results with and without free surface, it is shown that the calculated with free
surface is smaller than that without free surface at lower KG and shallow draught. In order to include the
effects on Ikeda’s method, the new coefficient i is proposed and it is confirmed that the proposed method which
includes i is better than the previous method. However, it is also confirmed that the proposed method is not
accurately enough to estimate the measured results yet because of the free surface effects on the hull pressure
component which is another component of bilge-keel roll damping.

Keywords: Roll damping, Ikeda’s method, Bilge-keel component.

1. INTRODUCTION

Characteristics of rolling are important factor for
safety of vessels, however it is difficult to estimate
accurately by only using potential theory because of
significant viscous effects on roll damping.

As one of prediction methods of roll damping
with the viscous effects, Ikeda’s method (Ikeda et al.,
1978a, b) is well-known. However, it is pointed out
by Tanaka et al. (1981) that the method may
overestimate roll damping for vessels with shallow
draught and low KG.

Katayama et al. (2019, 2020) point out that the
effects of KG and underwater hull aspects (Ho=B/2d:
the half breadth to draught ratio) are not included in
the measured data without free surface which is used
to develop the bilge-keel component of Ikeda’s
method. The effects of KG and Hj are investigated
by using CFD and new coefficients for the both
effects are proposed and their effectiveness are

confirmed. However, the new coefficients do not
include free surface effects, therefore accuracy of the
estimation results is not enough especially for the
large amplitude rolling and the special shallow
draught condition where bilge-keel is closes to free
surface at maximum roll displacement.

In this study, the effects of free surface on normal
component of bilge-keel roll damping are
investigated by CFD (scFLOW ver.2020 SP1).
Forced roll tests at the condition with and without
free surface for a 2D-hull with bilge-keels are carried
out by CFD, and roll damping acting on bilge-keels
are obtained. From the comparisons of the results
with and without free surface, the characteristics of
free surface effects on the normal component of
bilge-keel roll damping are investigated. Based on
the results, a new coefficient to correct flow velocity
at bilge-keel is proposed and its effectiveness is
discussed.
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2. BILGE-KEEL ROLL DAMPING
COMPONENT OF IKEDA’S METHOD
AND PREVIOUS MODIFICATIONS

2.1 Original method

In Ikeda’s method, bilge-keel component Bgx of
roll damping coefficient is composed of 2
components

B, =B, + By, (1)

where By is normal force component due to normal
force acting on bilge-keels, and Bs is hull pressure
component due to pressure on hull surface created by
bilge-keels.

Equivalent linear sectional normal force
component B’y is
, 8
By :5[) r2a)¢a bBKfZCD b, (2)

where p[kg/m’] is density of fluid, » [m] is the
distance from roll axis to hull surface attached on
bilge-keel, w [rad/s] is roll angular frequency and ¢,
[rad] is roll amplitude, bk [m] is breath of bilge-keel
and /; [m] is the distance from roll axis to the normal
vector to bilge-keel which through the point where is
on hull attached the bilge-keel. Cp is drag coefficient
and fis correction factor to take account of increment
of flow velocity at the point on hull surface where
bilge-keel is attached caused by hull form, and they
are determined by experiments as follows

22.5

C,= +24 (4 <K, < 20) 3)

»
£ =1+03¢!7190 (4)

where o is area coefficient of cross-section and K¢ is
Keulegan Carpenter number as follows

KC — maxT — ﬂ'r¢a

D byx

; )

where T [s] is period of the oscillation, Umax [m/s] is
amplitude of characteristics velocity and D [m] is
characteristic length. In the case of this study, T is
roll period, Umax is velocity at the point on hull

surface where bilge-keel is attached caused by
rolling and D is twice of breadth of bilge-keel.

Equivalent linear sectional hull pressure
component B’y is
BI _ 4 2 2
i =—pred. | C,1dG, (6)
3z G

where C, is hull pressure coefficient and its values
for front and back face of bilge-keels are

ol 12
7 l12-cC,

Fig. 1 shows pressure distribution on hull surface
created by bilge-keels. Positive pressure coefficient
C," is empirically taken as 1.2 at front of bilge-keels
and 0 at water surface and keel. From the relation of
Cp = C,” + C,, negative pressure coefficient C, is
1.2 - Cp. Length of the negative-pressure region So
is obtained as

&:0_3[Mj+1.95. (3)

(for C,")

(for C,7)’ ™

bBK BK

| G |
4P

ositive pressure
X

negative pressure

positive pressure &

B.K.

(-

negative pressure

Fig. 1 Assumed pressure distribution on the hull surface
created by bilge-keels in Ikeda’s prediction method.

2.2 Effects of Hy on f (Katayama et al. (2019))

Tanaka et al. (1981) point out that Ikeda’s
method overestimates the roll damping when the
method is applied to a ship with shallow draught, and
the tendency is more significant as KG (height of the
center of gravity) of the ship is lower. Moreover, it
is explained that the reasons of the overestimation
are that the interactions of waves made by hull and
bilge-keels decrease the wave making damping
component and the free surface effects decrease the
size of vortexes shed by bilge-keels and their
damping component.
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Katayama et al. (2019) focus on the correction
coefficient f'and investigate the effects of Hy on fat
the condition KG = d by using CFD (STAR-CCM+).
And the new coefficient g to include the effects of Hy
at small roll amplitude is proposed as

g= 0-35 +0.75

(for LOSH,<4.5). (9)

0

2.3 Effects of KG/d on f (Katayama et al. (2020))

Katayama et al. (2020) investigate the effects of
KG/d on f'by using CFD (scFLOW ver.14.1).

Fig. 2 shows a domain of calculation and 2D
model, and Table 2 shows the particulars of 2D
models. In this 2D model, the rotating body is made
by the upper semicircle and the lower half part. In
the lower half part, ship model under draught with
bilge-keel is modelled. The boundary conditions of
the surface of upper semicircle and the surface of the
half part are free-slip and non-slip
respectively. There are two mesh zones which are
the moving fluid zone (MFZ) and the remaining
stationary zone (RSZ). MFZ is placed over RSZ and
rotates with the model around the roll axis. The roll
axis is the center of the circle. The gravity is not
considered. Table 2 shows conditions of calculation.

The effects of KG/d on f is obtained with the
following equation,

lower

KG
KG CD(GaHoa7)
)= 4 o)

CD(69H077=1)

where drag coefficient of bilge-keel Cp is expressed
as follows,

_ 2F
pSBK(r¢aa)'f)2

(11)

D

where Szk is the projection area of bilge-keel and F'
is the average normal force acting on the bilge-keels.

Fig. 3 shows the coefficient # with KG/d on the
horizontal axis. The results are almost on a curve.
Then, the coefficient 4 is expressed by Eq. (12) and
it is used to multiply by f.

h=0.44 tanh(O.SO%) +0.70

(12)
(for1.0<H,<4.5and 0.5 S7S4.5)

Fig.4 shows comparisons of the bilge-keel
component of roll damping among measured and
estimated results by lkeda’s original method and
modified method. The estimated results with the
coefficients g and 4 are compared with the measured
results and improvement of the estimated results are
confirmed, however the improvement is not enough
for a large roll amplitude because of the effects of
free surface.

overset region

KG d
0.9m

A 7

bilge-keel

pressure
outlet

Fig. 2 Domain of calculation and 2D-model.

Table 1 Particulars of 2D-hull and bilge-keel.

breadth: B | 0.237 m
KG [m]: height of roll center
Ho=B/2d o r [m]: distance from roll center to
bilge-keel
0.026, 0.1185
4.56 0.913 0.109, 0.153
0.03, 0.047, 0.057, 0.072, 0.096, 0.1185
395 0.926 0.110,0.114,0.118, 0.125, 0.138, 0.153
0.035, 0.047, 0.057, 0.072, 0.096, 0.1185
3.39 0.937 0.111,0.114,0.118,0.125,0.138, 0.153
0.042, 0.047, 0.057, 0.072, 0.096, 0.1185
2.82 0.946 0.112,0.114,0.118, 0.125, 0.138, 0.153
0.047, 0.057, 0.072, 0.096, 0.1185
2.08 0.960 0.114,0.118, 0.125, 0.138, 0.153
0.047, 0.057, 0.072, 0.096, 0.1185
123 0.976 0.114,0.118,0.125,0.138, 0.153
0.026, 0.096
0.99 0.982 0.109, 0.138
bilge radius | 0.035 m
bpxXtpk 0.01 mx0.001 m

Table 2 Conditions of forced roll test by CFD.

roll period 77 [s] 1.0

roll amplitude ¢. [rad] 0.20

total calculation cycles 8
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150
1<,
0.5¢

KG/d=0G/d+1

0 —

0 25 5

Fig. 3 Effects of KG/d on he calculated drag coefficients of
bilge-keels on the 2D-hull obtained by Eq. (10). Solid line is
a fitting line indicated by Eq. (12).

KG [mm] 9% 72 57

measured [ ] ] *

original Ikeda’s method — | e _———

modified method

BBK
0.031
0.02r
0.0k T=1.0s
- ¢ o
#,=8.59deg * H,
0 1 2 3 4 5
B,
0.04F "
0.03r
0.02r
0.0H T=1.0s
=14.38de;
¢ g H,
K i 2 3 4 5

Fig. 4 Comparisons of the bilge-keel component of roll
damping among the measured data, the estimated results by
original Ikeda’s method and its modified method.

3. EFFECTS OF FREE SURFACE
3.1 Set up of CFD

The domain of the calculation without free
surface is the same as Katayama et al. (2020).

Fig. 5 shows a domain of calculation and a model
with free surface. The boundary condition of the
surface of the hull is non-slip. MFZ is the same as
the condition without free surface. RSZ is 2mx9m
and has pressure outlet at the top. The roll axis is the
center of the cirle.

Table 3 shows the particu
model.

lar of the forms of

Table 4 shows the calculated conditions by CFD

and Table 5 is the computational
rolling for with and without fre
the roll amplitude ¢, = 0.25rad
KG =120 and 42 mm

outlet

/

conditions of forced
e surface. However,
1s not calculated for

2m

initial watersurface

Overset region om

overset region

WL

Fig. 5 The schematic view of the calculation model with free

surface.

Table 3 The particulars of 2D-hull and bilge-keel.

breadth: B [m] 0.237
depth: D [m] 0.145
bilge radius [m] 0.035
bexxtpx [m>xm] 0.01x0.001

Table 4 Calculation conditions of CFD.

turbulent model SST k-w

time discretization second-order accuracy
minimum mesh size [m] 0.00125

time step [s] 0.0005

Table 5 Conditions of forced roll test by CFD.

roll period [s] 1.0

total calculation cycles 8

jr?rl;il:]t' o KG [mm] roll amplitude [rad]
120 0.982 | 120, 96, 72 0.125,0.15, 0.20

96 0.977 | 120,96, 72,57 | 0.125,0.15,0.20, 0.25
72 0.969 | 120,96,72,57 | 0.125,0.15,0.20

57 0.961 | 120,96,72,57 | 0.125,0.15,0.20, 0.25
42 0.947 | 96, 72,57,42 0.125,0.15, 0.20,0.25
35 0.937 | 72,57,42 0.125,0.15, 0.20

28 0.927 | 72,57 0.125,0.15
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3.2 Calculated Drag Coefficient of Bilge-keel

Fig. 6 shows the calculated drag coefficients Cp
of bilge-keels with and without free surface at d =
0.035m. The drag coefficient Cp is obtained from
Eq. (13) and it is averaged value acting on front and
rear bilge-keels shown in Fig.7. The solid line is
Ikeda’s formula Eq. (3) with = 1. The tendency of
the calculated Cp without free surface to K¢ is similar
to lkeda’s formula and the effects of KG is not
significant. On the other hand, the tendency of the
calculated Cp with free surface to Kc is also similar
to Ikeda’s formula, however they are affected by KG.
Moreover, the calculated Cp with free surface is
smaller than that without free surface.

3 2F
PSS (rg,0- f - g- h)2

(13)

D

3.3 The effects of free surface

The difference in CD between those with and
without a free surface may relate to the difference of
the hydrodynamic force acting on the surface of the
bilge-keel.)

Then, the pressure coefficients Cp on the bilge-
keels as show in Fig.7 are investigated. Before
disscussing about Cp, the drag coefficients acting on
the front and rear bilge-keels are shown in Fig.8.
Regardless of those with and without free surface, Cp
acting on the front and rear bilge-keels is the same.

Fig.9 shows the pressure coefficients Cr on each
surfaces of the bilge-keels. Cp" and Cp™ on the front
and rear bilge-keels without free surface are same
respectively. Those with free surface shows the
same tendency, however, Cp with free surface is
smaller than that the case without free surface.

Fig.10 shows the ratio of each Cp with free
surface to that the case without free surface. Cp' is
around 1.0 and Cp is smaller than 1.0. Therefore, it
is assumed that the effects of the free surface mainly
affects on Cp.

0.096] 0.072] 0.057| 0.042

KG [m]

Cp

1
without free surface

d=0.035m

CI)

with free surface

0 1 1 1 1 1 1 1 1 1 1 1 1 1 1

K R T S S S R VLT
Fig. 6 The calculated drag coefficients acting on bilge-keels
for those without and with free surface. The solid line in each
figure is Ikeda’s formula Eq.(3) with f=1.

7

4.Cy 1. Cp*

rear bilge-keel 3.0t 2.Cy front bilge-keel
Fig. 7 The schematic view of forced roll test. Four pressure
coefficients acting on bilge-keels are shown together with roll
direction.

rear BK | front BK

with free surface A [®)
without free surface A [e)
Cp
16+
T ° 6 &
5t S o Q
T| KG=0.096m
T| d=0.035m
0 } t } } } } } } } I } } } { K¢

2 4 6 8 10 12 14

Fig. 8 The comparison of calculated drag coefficients for
front and rear bilge-keels shown in Fig.7.
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0:1.C, @:2.G A:3.C, adCy |

Cp
KG=0.096m
@ a @ d=0.035m
KC
faY 1 1 1 1 1 1 1 1 1 | 1 1 1 ]
2 4 6 8 1o 12 14
) °
A 8 A
(4 e
4 e ?
-6

Fig. 9 The Comparison of the calculated pressure coefficients
on the each surface of bilge-keels (the red mark: with frees
surface, the black mark: without free surface).

| 0:1.C,' @:2.Cp A:3.Cp A:4. CP’|
_Cp(with free surface)/ Cp, (without free surface)

A o
I &
o
® »
A °
KG=0.096m
d=0.035m
o—————————+—F—+—+—+— K
0 p) 4 6 8 10 12 147¢

Fig. 10 The Ratio of pressure coefficient on the each surface
with free surface to those without free surface.

3.4 The Corection factor of firee surface effects for
Cp
By using the results of the section 3.2, the effects

of free surface on the drag coefficient Cp are
obtained with the following equation,

CCD(With free surface) ) (1 4)

D(without free surface)

=

Figs.11 and 12 show the coefficient i for various
draught and KG with K¢ on the horizontal axis.
From the results, the correction factor i is formulated
by the following steps. First step, for each draught,
the averages of i for each KG are obtained and they
are fitted by Eq.(15). Next step, the coefficients of
them are fitted by Eq.(16).

iza(%jntb (for0.6£%£2.7) (15)

a(H,)=0.1366H,; —0.9164H, +1.557
b(H,)=-0.1391H; +0.7497H, —0.2877 (16)
(for .0<H;<42)

where 7 is the correction factor for Cp and Cp is
calculated by using Cp including the correction.
Fig.13 shows the comparison between the fitted
curves by Egs.(15) and (16) and the average of i
obtained by Eq.(14) with the measured Cp.

d[m]
KG [m]
0.120 0.096 | 0.072 | 0.057| 0.042| 0.035| 0.028
0.120 < < <
0.096 (o3 < <@
0.072 =] =] = =
0.057 © =]
0.042
Ti
T d=0.120m
1 4 4 p
b DY o
4 O O m]
o——t———+——+—+—+—F—+—+—+— K.
2 4 6 8 10 12 14°¢€
Ti
T d=0.096m
=] g o]
T © o 0? @
o—————+—F—+—+—+—+—+—+—+ K
2 4 6 8 10 12 147¢
Ti
T| d=0.072m
1__
o———————+—+—+—+—+—+—+ K
0 2 4 6 8 10 12 147¢

Fig. 11 The free surface effects on drag coefficient for
various draughts.
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Ti
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Fig. 12 The free surface effects on drag coefficient for various

draughts.

Cp(with free surface)/ Cp(without free surface)

= A

- Y. ——
1 e == =

ay 1

KG/d_

0 0.5 1 1.5 2

Fig. 13 The comparison between fitting functions by Eq.

(15)(16) and the averages of i obtained by Eq. (14).

2.5

3.5 Effectiveness of proposed modification

Fig. 14 shows the comparisons among the
estimated bilge-keel components by original Ikeda’s
method, the two modified methods and the measured
results by Katayama et al. (2019). In this figure, the
modified method including the coefficients g, 4 and
i is better than any other methods. However, it has
not enough accuracy for expressing the free surface
effects at KG=0.072 and 0.056m. That may be
because the modification does not consider the free
surface effects on the hull pressure component, yet.

KG [mm] 96 72 57
measured [ ] >

original Ikeda's method
modified method (g and /)
modified method (g,/ and i)

BBK
0.03r
oozr N
T e
- * o
$,=8.59deg * i,
K 1 2 3 4 5
B
.04 ™
0.03r
0.02r
0.0H T=1.0s
#,=14.38deg H,
K i 2 3 4 5

Fig. 14 The Comparisons among the estimated bilge-keel
components by original Ikeda’s method, the two modified

methods and the measured results.
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4. CONCLUSIONS

In this study, the effects of free surface on the
bilge-keel component of roll damping are
investigated by using CFD. In order to include the
free surface effects on Ikeda's method, the
hydrodynamic forces acting on bilge-keels with and
without the free surface are investigated. The
following conclusions are obtained.

1. The calculated drag coefficient Cp of the bilge-
keel with free surface is smaller than that
without free surface and it has shows the similar
tendency lkeda’s formula and it is affected by
KG.

2. The calculated drag coefficients Cp of front and
rear bilge-keels with free surface is almost the
same, and the calculated pressure coefficient Cp”
with free surface is smaller than that without
free surface.

3. The correction factor i of the effects of the free
surface for Cp is proposed. The modified
Ikeda’s method including the coefficients g, A
and 7 can estimate the bilge-keel component Bpx
better than the previous methods. However, it
has not enough accuracy for expressing the free
surface effects at KG=0.072 and 0.056m. That
may be because the modification does not
consider the free surface effects on the hull
pressure component, yet.

ACKNOWLEDGMENT

Part of this research was supported by ClassNK and
JSPS KAKENHI Grant Number 21K04502.

REFERENCES
Ikeda, Y., Himeno, Y., Tanaka, N., 1978a, “On roll damping force

of ship -effects of friction of hull and normal force of bilge
keels”, Report of Department of Naval Architecture,
University of Osaka Prefecture, No.00401.

Ikeda, Y., Himeno, Y., Tanaka, N., 1978b, “A Prediction method
for Ship Roll Damping, Report of Department of Naval
Architecture”, University of Osaka Prefecture, No.00405.

Ikeda, Y., 2004, “Prediction Methods of Roll Damping of Ships
and Their Application to Determine Optimum Stabilization
Devices”, Marine Technology, Vol 41, No.2, pp.89-93.

Katayama, T., Matsuoka, M., Adachi, T., Ikushima, K., 2019,
“Effects of half breath to draught ratio of hull under water
surface on bilge-keel roll damping component”, Ocean

Engineering, Vol. 188.

Katayama, T., Adachi, T., Sugimoto, K., Fukimoto, Y., 2020,
Method of Bilge-keel Roll
Component Applicable for Wide-breadth and Shallow-
draught Ship-Effects of Draught, Height of Roll Center and

Free Surface on Normal Force on Bilge-keel -, Conference

“Estimation Damping

Proceedings of the Japan Society of Naval Architects and
Ocean Engineers, Vol. 30, pp. 417-423. (in Japanese)

Katayama, T., Kankaku, M., Yildiz, B., Sugimoto, K., Fukumoto
Y., 2021, “Characteristics of Roll Damping of Pure Car
Carrier and Liquefied Natural Gas Carrier and Applicability
of Tkeda’s Method with some Modifications”, Proceedings
of the 1st International Conference on the Stability and

Safety of Ships and Ocean Vehicles.
Stability in Waves Committee, 2011, ITTC Recommended

Procedure Numerical Estimation Method of Roll Damping,
International Towing Tank Conference, 26th ITTC, Report
7.5-02-07-04.5.

Tanaka, N., Himeno, Y., lkeda, Y., Isomura, K., 1981,
“Experimental study on bilge-keel effect for shallow-draft
ship”, J. Kansai Soc. Nav. Archit. Japan. 180, pp.69-75. (in

Japanese)



Proceedings of the 18™ International Ship Stability Workshop, 12-14 September 2022, Gdarsk, Poland 21

On the Uncertainty Quantification of Roll Decay Test

Shawn Aram, David Taylor Model Basin (NSWCCD), shawn.aram.civ(@us.navy.mil
Joel T. Park, David Taylor Model Basin (NSWCCD), joel.t.park.civ@us.navy.mil

ABSTRACT

This paper focuses on methods of processing ship roll decay data. Analysis is performed on Computational
Fluid Dynamics (CFD) results for the Office of Naval Researh Tumblehome (ONRTH) configuration. CFD
prediction is compared to experimental measurments of a 1/49 scale model at 9.3° roll amplitude. Traditional
log decrement method is revisted from a more formal point of view of multi-dimensional linear regression.
Calculation of confidence and prediction intervals are caried out for uncertainty assessment. As ONRTH
configurion is known for its geometic nonlinearity, outlier analysis with Cook’s distances and thier influence
on uncertainty is described. The paper also describes a nonlinear regression with a decaying cosine function
that is fitted to the data and its uncertainty is evaluated. Splitting data in two subsets is considered as a way to
account for geometric nonlinearity.

Keywords: Roll decay, Uncertainty Quantification
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1. INTRODUCTION

A roll decay test remains a popular way to
estimate roll damping, e.g. ITTC (2021)
recommended procedure 7.5.-02-07-04.5. Large
uncertainty in experimental data is an indication of
complex physics of roll damping as also described
for three hull forms in Park et al. (2009). One of the
major contributors to this uncertainty is the data
processing.

Calculation of ship motions (both in frequency-
and time-domain) is a main consumer of roll
damping data. Accuracy of the roll motion
calculation near synchronos or parametric resonance
conditions may be signficantly affected by the
uncertainty of roll damping. Propagating the roll
damping uncertainity through dynamical system
may lead to more relaible evaluation of ship
motions.

The principal idea of uncertainty propagation
seems to be straight forward. The roll damping
coefficients are considered as random variables.
Their statistical properties should be found from the
uncertainty analysis. Then the dynamical system can
be considered as a deterministic function of random
variables, leading to a distribution of the responce.

Recently some studies were carried out for
reduced-order modeling (ROM) of ship motions
within the multi-fidelity framework (e.g. Pipras, et
al. 2022, Levine et al. 2022). It became clear that
uncertainty quantification of reduced order models
is essential for gaining confidene in application of
the multi-fidelity framework (see also a review by
Weems and Sapsis 2022 to be presented at this
workship). Uncertainty is seen as “’price” one pays
for using ROM instead of high-fidelity mathematical
model.

Essentially, polynomial representation of roll
damping is a ROM. Choice of using a quardatic,
quadratic plus cubic or an equivalent linear damping
model depends on a problem in hand. For example,
if the objective is an estimation of standard deviation
of roll motions with time-domian simulation, the
nonlinearity of roll damping may not be essential (as
it may be averaged out). Then, one could prefer a
model with minimum uncertainty. When the
objective is large roll angle excursion or capsizing
simulation, the choise may be different.

Different damping models and different fitting
techniques may differ in uncertainty. E.g
application of the curve fitting technique (Park et al.
2016 and 2017) demonstrates less uncertainty,
compared to traditional log decrement method, but
produces only a linearized roll damping coefficient.

This paper revisits the curve fitting technique
(Park et al. 2009, 2016, and 2017) as well as the
traditional logarithmic decrement approach. The
focus of this study, however, is not a comparison, but
a review of assumptions and an attempt for a more
formal uncertainty analysis of roll decay data.

Many factors exist in a physical roll decay
experiment that cannot be explicitly identified and
cannot include the uncertainty, such as the influence
of wave reflection or the manual initiation of roll
decay. For consistant data analysis uncertainty, roll

decay results of numerical simulations are
considered.
ONR tumblehome topside configuration

(Bishop et al. 2005) is considered as a ship model for
the current study. This configuration which is known
for its geometric nonlinearity and reflected in the
dependence of natural roll frequency to amplitude,
offers a proper “stress test” to standard assumptions
of roll decay analysis.

2. CFD ANALYSIS OF ROLL DECAY

Numerical Methodology

Star-CCM+, which is a commercial CFD
simulation software developed by Siemens Digital
Software, is employed to perform roll decay
modeling. Navier-Stokes equations in the software
are solved with finite-volume method, where surface
and volume integrals representing convective and
diffusive fluxes are approximated with the mid-point
rule. The segregated solution of the velocity-
pressure coupling problem is obtained with a Semi-
Implicit Method for Pressure Linked Equations
(SIMPLE) algorithm. An implicit second-order
three-level scheme is adopted for time integration.
The free-surface is modeled by the Volume of Fluid
(VOF) method with a High- Resolution Interface
Capturing (HRIC) scheme for tracking the sharp
interface between water and air. Anisotropic
refinement allows building efficient grids for the
HRIC scheme.

Ship motions in Star-CCM+ can be modeled
with the overset grid method, which allows multiple
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grids within one computational background domain
to overlap arbitrarily. Rigid body motions are
handled by the Dynamic Fluid Body Interaction
(DFBI) method. Both 6 degrees of freedom (6DoF)
motions and motions with constrained modes can be
modeled.

CFD Setup

Figure 1 is the ONRTH model geometry for this
study. It is a fully appended 1/49 scale model, Model
5613, equipped with a skeg, bilge keels, twin
rudders, shafts and two 4-bladed propellers mounted
with shaft brackets. Except the twin propellers, all
appendages are considered in this analysis. Table 1
gives the model particulars extracted from the
SIMMAN2020  Workshop  websitesite ~ on
Verification and Validation of Ship Maneuvering
Simulation Methods, http://www.simman2019.kr.

Figure 1: ONRTH model.

Table 1: Particulars for model scale ONRTH.

Main Particulars Model Scale
Displacement, A (kg) 72.6
Waterline Length, L (m) 3.147
Waterline Beam, B (m) 0.384
Draft, 7 (m) 0.112
Wetted Surface Area, S (m?) 1.5
LCB (m aft of FP) 1.625
VCG (m from keel) 0.156
Roll Radius of Gyration, k«/B 0.344
Pitch Radius of Gyration, k,/L 0.246
Yaw Radius of Gyration, kz-/L 0.246
Propeller Diameter, Dp (m) 0.1066
Propeller Shaft Angle (deg) 5

Unsteady Reynolds-Averaged Navier-Stokes
(URANS) simulation of the roll decay is performed
in Star-CCM+, with two equation SST k-® model as
the turbulence model. Figure 2 is a view of
computational grid generated for this simulation in
calm water condition. Hexahedral-dominant
unstructured-grid topology with prism layers for

boundary layer is employed to discretize the
computational domain. Two regions including
background and ship are created, with ship defined
as overset region to allow relative motions of the
ship with respect to the background region. Two grid
resolutions with 5.7x10° (Gridl) and 23.7x109
(Grid2) cells are applied for a limited grid sensitivity
analysis, where the base size of Grid2 cell is 0.125
of Grid1 (0.5 in each principal direction).

Figure 2: Computational grid for calm water roll
decay simulation in Star-CCM+.

CFD Validation

The CFD results of the roll decay simulation is
validated against the experimental data collected at
the University of lowa Wave Basin Facility, IIHR.
This data set is labeled EFD in this paper. The origin
of the ship-fixed coordinate system defined in Star-
CCM+ is at the center of gravity with x+ towards
bow, y+ towards port, and z+ up.

The CFD prediction of roll decay is performed
for Froude number, Fr = 0. The model is free in
6DoF and released with an initial roll angle of 9.3°,
which matches the model test. Figure 3 compares the
time history of predicted and measured roll motion,
@. Gridl resolution is selected for this comparison.
A reasonable agreement is obtained between the
CFD and model test.

—©6DoF CFD
« EFD

¢ (deg)

t(s)
Figure 3: Time history of roll angle at Fr=0.
The predicted roll motion is further evaluated by

calculating the roll decay coefficient (77;) and peak
period (7) defined as follows:

1 aj 1
T]j = ;l?’l aj+1 ,Ej = E(a] + aj+1) (1)
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Ti=tw2—g )
where, g; is the absolute peak roll angle at time ¢;,
and index j is an integer number that represents the
sequence of roll peaks. These two parameters are
plotted in Figure 4 for both CFD and experiment.
Except the small roll angles (€ < 2), both the roll
decay coefficient and peak period are accurately
predicted by 6DoF CFD. The non-linear trends seen
in EFD for both parameters at ¢ <2 are likely
related to the uncertainty in the measurement for low
amplitude roll motions, waves in the basin produced
by the roll initiation, and electronic noise in the roll
instrumentation.

0.2
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Figure 4: Roll decay coefficient and peak period at Fr= 0.
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Figure 5: Sensitivity analysis of roll decay prediction to
the spatial and temporal resolutions.

The sensitivity of the roll decay prediction to the
spatial and temporal resolutions is depicted in Figure
5, where an independence of computed roll motion
to the grid spacing and time step size is observed.

The analysis is performed for the CFD predicted roll
decay with initial roll angles of 6°, 9.3° and 12°.

3. LOG-DECREMENT METHOD

Background and Assumptions

The logarithmic decrement method is one of the
basic technique adopted by the ship hydrodynamic
community for modeling the roll damping. The data
are presented as

1
@i =5 (a; + ait1) (3)
LD; = 22 )
Qi

where a; are “amplitudes”, i.e. absolute values of
peaks and LD is a logarithmic decrement, reflecting
an energy lost with each semi-period of oscillation.

Being a classical one, the log-decrement method
has originated from the solution of homogenous
linear differential equation from Lloyd (1998) and
Myklestad (1956):

@(t) = aexp (—6t)cos(w t + 0) (5)

where amplitude ¢ and phase 6 are arbitrary
constants, depending on initial conditions, w; is a
frequency of free damped oscillation, and § is a
dimensional damping coefficient. If the linear case
is completely applicable, the LD-value will be
constant.

0.17
LD
0.081 .
0.061 .
0.04{ .

0.02} &

¢.deg

Figure 6: Roll decrement versus amplitude.

From Figure 6, the data do not show a constant
behavior, due to a well-known fact that the roll
damping depends on the roll amplitude. The decay
coefficient by the log-decrement method is plotted
as a function of the average absolute values of two
sequential peaks in the time series. The peaks are a
function of time; consequently, the data are plotted
as reverse time. That is, the small peaks occur later
in time, while the larger peaks exist earlier in time.
Common  practice recommended in SDC
8/WP.4/Add.2 is to approximate roll decay data with
a quadratic polynomial
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F(@) = co + 19 + 2907 (6)
where c¢o, ¢1 and ¢, are the decay extinction
coefficients.

For the time domain simulations, the

dependence of roll damping on roll amplitude is
modelled as a cubic function of roll rate:

fa(@) =269 + Blolp +yp® (7)
where ¢ is roll rate and (Bulian 2004) and
6 = 2cowq ®)
3
B = TC1 ©
8 10
Yy = 3_0)102 (19)

These coefficients are found with a multi-
dimensional linear regression.

Linear Regression

The logarithmic decrement (in a vector form) is
presented as

ID=j=X-C+¢ (11)

where y is usually referred as response vector or
vector of dependence variables, ¢ is a vecor of
parameters, the “hat”  symbol indicates that the

value is an estimate being a random number, and X
is a matrix of predictors defined as

Xi1 = LXip = 05, Xip = (91)%,
yi = LD;
The vector &€ is called a vector of disturbance
terms, error variables, or residuals and is defined as

a difference between a vector of predicted variables
y and predicted values y, (€ = y — ).

(12)

This regression is referred as linear since the
relationship between a scalar response (dependent
variable) and vector of regressors (independent
variables, predictors) is linear. The regression
equation for a given data set can be presented in the
following form:

y=X-¢ (13)
The estimates of vector ¢ is caluclated as:
¢ = (XTx)"'xTy (14)

The elements of the parameter vector are
interpreted as the partial derivatives of the
dependent variable with respect to the wvarious
independent variables, in which the matrix

. -1 .
expression (XTX) XT is a result of the mean square

fit (i.e. differentiating the residuals by the
coefficients and setting them to zero in order to
minimize the error terms). From the vector of
residuals, a standard residual error is estimates as:

1
6% = ger (15)
n—p
where 7 is the number of dependent variables and p
is the number of predictors.

In addition to standard residual error, the
coefficient of determination of variance explained,
R? can evaluate a model. This coefficient varies
between 0 to 1, where 1 means 100 % fit of model to
the data set, and is defined as follows:

2 _ (i_ﬁly)T'(Js’_my) (16)

= ~ s
(-1my) -(y-1ny)
where 7, is a mean value estimate of y.

Uncertainty Quantification of Linear Regression

The main underlying probabilistic assumption of
regression is normal distribution of residuals. This
assumption is that the regression model fits data well
and deviations are caused by a large number of
reasons, so normality of residuals follows from the
central limit theorem.

Like any other statistical estimates, the estimates
of parameters ¢ are random quantities. As they are
result of averaging, they have Student’s ¢-
distribution like any other average of normal
variable (which are the residuals in this case). The
uncertainty of i-th parameter is characterized with a
confidence interval with the following boundaries:

~up,low

! =& +t/%6 /(XTX)gl (17)

where a is a complimentary to a given confidence
probability (i.e. 0.05 for the confidence probability
of 0.95) and tfff?, is the a/2 quantile of Student’s #-
distribution. For the large number of points (25 and
more), Student’s ¢-distribution is not really
distinguishable from normal and assumption of
normality of residuals can be relaxed due to the
Central Limit Theorem.

As the parameters of ¢ are random numbers, the
predicted values ; are also random numbers since
they have resulted from the regression Equation
(11), which is a deterministic function of random
arguments. Thus, its statistical uncertainty (i.e.
caused by the finite volume of data) should be
quantified with the known distribution of the
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parameters of the ¢ vector. Since the regression
Equation (11) is linear, the predicted values also
follow the Student’s ¢-distribution and the
boundaries of confidence interval are expressed as:

gt = 9 + 1826 [FT(KTX)1%, (18)

where X; is the i-th row of matrix X.

The other type of uncertainty, associated with
regression, is the prediction uncertainty, quantified
with the prediction interval:

~ul,ll
Yi

=5 £ 6236 1+ 01,

(19)

As its name suggests, the prediction interval
quantifies uncertainty of prediction, i.e. applying the
regression formula to estimate a “new” value of y.
Its interpretation in terms of propagation of roll
decay uncertainty though a dynamical system is not
clear at the moment. Further study includes both
statistical and prediction uncertainty.

Geometrical Nonlinearity

As already mentioned, the ONRTH hull is
known for its geometric nonlinearity due to its
topside configuration. This nonlinearity is reflected
in a shape of its backbone curve in Figure 7. While
for a more conventional hull form, deviation of the
backbone curve from the vertical line is expected to
be significant around 10 degrees, Figure 7
demonstrates practically no vertical portion of the
backbone curve for the ONRTH, as its waterplane
changes significantly even for small roll angles.

@, deg
Bkt

..
.
.

3o,

PN AR

053 054 055 056 057 058 059 ©nls
Figure 7: Backbone curve.

Traditional technique for the roll decay test
includes implicit assumption for the independence of
amplitude and period. This could be a reason for
excluding the first peak in the record. Choosing the
initial condition slightly above the independence
range may be helpful to obtain a “cleaner” record as

the initial disturbance may dissipate when the model
enters the range of independence.

Analysis of Influential Values

The range of indolence between amplitude and
period does not exist for the ONRTH. At the same
time CFD simulation may not have those “initial
disturbances” that may present in a physical
experiment. The large peaks may have a large
influence on regression results.

In order to estimate the influence of a data point
in a regression analysis, Cook’s distance (Cook’s D)
is employed, in which the a fitted model without a
selected data point (i) is compared with a model
based on all data points. As a result, a total of n
checks will be made. The Cook’ D of i-th dependent
variable can be calculated with:

& h

Y opaf (1 hy)?
where h; is the i-th diagonal element of project
(influence) matrix H. This matrix maps the vector
of dependent variables (y) to the vector of fitted
values ()31), and identifies the influence of each
response value on each fitted value. Similarly, the
diagonal elements of the projection matrix called
leverages describe the influence of each response
value on the fitted value for that same observation.
The project matric can be obtained from:

H=X(x"Xx) X7 Q1)

(20)

Data points with large residuals (outliers) or high
leverage could distort a fitted model. Cook’s
Distance, which essentially measures the effect of
deleting a data point is evaluated in the current study
to exclude the outliers from the model. The Cook
Distance D; is considered large if it is greater than
three times of the mean value of elements of vector
D (D; > 3E(D)).

From the time history of roll angle with 32 roll
peaks as independet variables, the degrees of
freedom for this time series becomes 29 (32
(variables) — 3 (parameters)). The elements of
parameter vector ¢ obtained from Equation (14) are
summeried in Table 2 for the three roll decay
simulations. A large variation of these elements with
respect to the initial roll angle is observed, which
could be an indication for dependency of roll
damping coefficient to this parameter.

Table 2 Elements of ¢.
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a (deg) co (x10%) c1(x10%) 2 (x10°)
6 4.32 1.4 -0.20
9.3 2.78 1.8 -0.92
12 -0.85 2.1 -1.18

From the elements of vector 3, the fitted model
is constructed. The boundaries of confidence and
prediction intervals of the parameter vector are
calculated next and fitted model and boundaries are
plotted against data in Figure 8. The model for the 6°
initial angle is close to a linear trend, while it is non-
linear for the higher initial angles. The prediction
interval is fairly wide and the intercept of the lower
boundary is negative for all three cases, which is not
physcial. To quantfy the uncertainty of the model,
62 and R? are also calculated and summerized in
Table 3. The residual error for three case is
comparable between three cases, but R? increases as
the initial roll angle goes up, which is an indication
for a closer fit of the model to the data.

+++ Roll decay data points

— Roll decay fit

- Upper boundary of confidence interval
=== Lower boundary of confidence interval
_______ Upper boundary of prediction interval

------- Lower boundary of prediction interval

002+

002

Figure 8: Fitted model, conficence interval and prediction
interal of logarithmic decrenet with initial roll angle of 6
(top), 9.3° (middle) and 12° (bottom).

Table 3 Standard residual error and R? of the fitted model

a (deg) ke R?

6 8.118E-03 0.75
9.3 7.611E-03 0.865
12 8.221E-04 0.89

Cook’s Distance method identifies potential
outliers and improve the fitted model. This process
is performed three times and for every set of points
that are removed, the model is refitted to the new
dataset and confidence and prediction intervals are
recalculated. Figure 9 depicts the refitted model and
coresponding intervals for the first (top row), second
(middle row) and third (bottom) outlier removal and
initial roll angle of 9.3°. One point per step is
identified as an outlier. The intercept of lower
prediction interval turns to a positive value after
removing the second outlier and the refitted model
tends to matches closer to the data points. The slope
of the model approaches to zero through this
process. R? of the fitted model is calculated at each
step to determine the cut off point for the outlier
removal process. Table 4 summerizes the R value of
the refitted model for all three initial angles, which
increases compared to the original model for the first
and second steps, but it does not noticably impove
for the third step. This implies that the R? could be a
criterion for identifying the number of steps required
to improve a model.

Table 4: variance of fitted model.

a (deg)

R? 6 9.3 12
Original data 0.75 0.86 0.89
First point-removal 0.78 0.91 0.92
Second point removal 0.86 0.93 0.94
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Figure 9: Cook’s Distance method for roll decay data with
initial roll angle of 9.3°.

Table 5 compares the elements of vector ¢
resulting from the original data set and the second
point-removal step. Significant difference between
the parameters of two data sets is observed. A strong
dependency of the model coefficients to the initial
roll angle is also seen for the refitted model, which
is consistent with the original model.

Table 5: Elements of vector ¢ calculated from the original
data points and the second point-removal step.

4. EXPONENTIAL COSINE FUNCTION

For experimental data, the data may be fitted
directly with Equation (5). A more general form
appropriate for experimental data that includes offset
is given by the following equation

¢ = aexp(—bt) cos(2nt/c+d) + e (22)
where a is the amplitude, d the phase shift, and e the

offset. The period T and the decay coefficient # are
defined as

T=c (23)
n = bc/(2m) (24)
Single Data Set

The curve fit of the time series for the CFD and
experimental results at 9.3°amplitdes is indicated in
Figure 10 and 11. The duration of each run is 26 s.
The results are presented as time series of roll angle
and and residual (difference between the curve fit
and the data). The offset, e, is non-zero for both the
CFD and experimental results. The 95 % prediction
limit for the experimental data is about half that of
the CFD. The data trends are similar. That is, the
curve fit under predicts the measured roll amplitude
of 9.3°. The manual initiation of the roll amplitude
may be the cause in the difference between the
predicted and measured roll amplitude. A similar
result was observed in Park et al. (2009).

Split Data Set

The deviation from the curve fit at the smaller
roll angles is evident in the plots of Figure 10 and 11.
Similar trends are observed for the two other initial
roll angles in CFD (not shown here). The curve fit of
the time series is improved by splitting the series in
two parts at the nearest peak after 6 s. The results are
in Figure 12 through Figure 15 for amplitudes of 6°
through 12°, respectively. In all cases, the curve-
fitted amplitude in the first 6 s is nearer the actual
intitial CFD amplitude and the measured amplitude
for 9.3°. The best curve-fit is at 6 s with a curve fit
amplitue 0£9.316° +0.081° (+0.87 %) or a difference
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0f 0.17 % from the measured amplitude of 9.3°. The
difference is smaller than the uncertainty estimate.
The amplitude comparison is summarized in Table
6.
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Figure 12: Time series of (a) roll angle and (b) residual at 6°
for split CFD data.
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Figure 13: Time series of (a) roll angle and (b) residual at
9.3° for split CFD data.
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Figure 15: Time series of (a) roll angle and (b) residual at 12°
for split CFD data..

Table 6: Comparison of curve-fit amplitude with the initial
from experiment and CFD.

Source a (deg) 26s 6s
CFD 6.0 5.066 £0.059 6.070 £0.058
CFD 9.3 8.311+0.70 9.48 £0.13
EFD 9.3 8.667 £0.073 9.316 +0.081
CFD 12.0 11.36 +0.18 12.27 £0.20

The results from curve fit for the exponential
cosine function are summarized in Figure 16 and 17
for the roll period and decay coefficient,
respectively. For all data and the first 6 s, both the
decay coefficient and period increase linearly for the
CFD data. The experimental data are outliers
relative to the CFD data. For the data after 6 s, both
the period and decay coefficient are nealy constant
and signficantly less than the results for all data and
the first 6 s. The trends are similar to those of Park
et al. (2009, 2016, and 2017) and may be related to
geometric nonlinearity manifested in the backbone
curve in Figure 7.
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5. SUMMARY AND CONCLUSIONS

Results for Model 5613, 1/49 scale of the ONR
Tumblehome were produced by a URANS
simulation for roll decay at three amplitudes, 6.0°,
9.3°, and 12.0°. The CFD were compared to model
experiments at 9.3° roll amplitude. The roll decay
coefficient was then computed from the data by two
methods: exponential cosine function from Equation
(22), with nonlinear regression and log-decrement
from Equation (1) with linear regression.

Basic formulae for contstrunction of both
statistical and prediction intervals were reveiwed for
log decrement method. No such review is yet
avialable for exponential cosine function fit —
commerical software was used for this fit.

Regression with log decrement method was
supplemented  with analysis of influential
observations with Cook’s distances. As it could be
expected, large peaks were found to be influential,

most probably due to nonlinearity of the backbone
curve (geometric nonlinearity).

The other manifestation of the geometric
nonlinearity was observed with exponential cosine
fit. The best fit was observed when the data were
divided in two time series, corresponding to large
and small values of roll peaks.

This study indicates the dominating influence of
nonlinearity on ONR Tumblehome response, which
is in contrast to conventional hull behavior such as
SIO Melvile (Park et al. 2016, 2017), where a single
curve fit yields the same decay coefficient as the
averaged log-decrement result.

The paper focused on uncertainty quantification
of roll decay data. One of the motivations is further
propagation of this uncertainty through a dynamical
system in order to quantify the uncertainty of the
motion response in waves.

The original idea seem to be very simple —
uncertainty manifests itself as a randomness. Thus,
roll decay coefficients are variables with properties
known from the uncertainty analysis. Then, the
dynamical system can be considered as a
deterministic function of random variables, leading
to a distribution of the response. However, more
detail consideration produced more questions than
answers.

Theis study has raised some questions; what
interval should be used for propagation of
uncertainty: confidence or prediction? Is the
polynomial model for roll damping right when the
backbone curve has significant nonlinearity? How to
characterize modeling uncertainty? These questions
are, indeed, objectives of the future work.
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ABSTRACT

Roll damping is one of the most important parameters for the direct stability assessment of the behavior of
ships in waves. The complexity of the hydrodynamic phenomena involved in the roll motion makes its
numerical prediction still an open issue and non-standardized task. Despite the greater improvements achieved
in the recent years with computational fluid dynamics, for practical purposes, roll damping assessment is still
highly dependent on model tests, particularly, roll decay tests in calm-water. The damping coefficients
extrapolated from these tests are typically used as direct inputs in the numerical simulations of ship responses
in waves.

Based on the results of an experimental test campaign with a VLCC hull, the present study evidences that the
measured roll responses in waves can be significantly different from those predicted by numerical simulations
that rely on roll decay damping coefficients. Linear frequency- and nonlinear time- domain numerical
approaches have been adopted in the simulations. Based on the frequency domain linear model, an external
viscous roll damping coefficient has been estimated for each (regular and irregular wave) test condition using
the experimental roll response as reference. The analyses of the estimated roll damping coefficients from
experimental data indicate that in waves, damping is stronger than in decay tests (in calm-water). On the
numerical side, the effect of nonlinearities in hydrostatic and Froude-Krylov actions has been also investigated.
It was concluded that, at least for the VLCC, those nonlinearities are less important than the accurate
assessment of roll damping in the numerical simulation of roll responses in waves.

Keywords: viscous damping, nonlinearities, SGISC, direct stability assessment.

damping naturally appears as a key factor for the

1. INTRODUCTION . . . . .
numerical simulations of the ship responses in

In the context of the second-generation intact
stability criteria (SGISC) being developed at the
International Maritime Organization (IMO), direct
stability assessment can be performed either by
model tests or numerical simulations. In the latter
case, reliable estimation of the probability of
stability failure requires simulation of a sufficiently
large number of stability failures for the relevant
ships and loading conditions, considering as much
relevant physics as possible in the most accurate
way.

Since most of the stability failures addressed by
the IMO SGISC directly involve the roll motion, roll

waves, especially when resonant behaviors take
place. In the recent years, this topic has attracted
renewed attention as evidenced by the number of
papers concerning this issue in the last STAB 2018
and ISSW2019. Ikeda (2018) presented a historical
review of his prediction method and stressed the
need for further developments using, for instance,
CFD tools. Smith (2018) explored and compared
various typical methods of calculation of roll
damping values from empirical data. Oliva-Remola
et al. (2018) analyzed the influence of different
experimental techniques for roll decay tests with a
model of a trawler fishing vessel. Wassermann et al.
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(2018), Hashimoto et al. (2019) and Oliveira et al.
(2019) have also investigated the ship roll damping
based on roll decay motions, using CFD and/or EFD.
Katayama et al. (2019) proposed a rational short-
term prediction method considering nonlinearity in
roll damping and restoring moments. Oliva-Remola
and Pérez-Rojas (2019) presented an approach for
the assessment of uncertainty of roll decay tests and
emphasized the difficulties in the determination of
uncertainties associated to nonlinear damping
coefficients. A more detailed review of the published
works related to roll damping in STAB and ISSW
conferences can be found in Backalov et al. (2016)
and Manderbacka et al. (2019).

Most of the above references are focused on
decay and/or forced excited roll conditions. The
damping coefficients obtained from those tests,
which are typically performed in calm water, are
assumed to be representative of the roll damping in
waves. This hypothesis, however, may not be
reliable, especially when moderate sea conditions
are considered. Furthermore, discrepancies in
numerical predictions are usually attributed to
nonlinearities in damping and/or restoring actions.

Based on the results from an experimental test
campaign of a typical very large crude carrier
(VLCC) in beam regular and irregular waves, the
present work analyzes the roll responses and the
associated damping coefficients to each test
condition. First, decay tests results are analyzed
using different approaches for the determination of
the damping coefficients. Then, using a hybrid
(numerical-experimental) linearized procedure, roll
damping coefficients are determined from the model
tests responses in waves. Furthermore, the semi-
empirical lkeda’s prediction method has been
implemented to assess the quality of the prediction
of roll damping coefficients for the VLCC hull.
Finally, numerical simulations of roll motions have
been performed in time domain to allow the
comparison among decay tests coefficients, the wave
response-based coefficients and the simplified
Ikeda’s coefficients. The influence of nonlinearities
in hydrostatics and Froude-Krylov actions on the
prediction of roll motions have been also
investigated.

2. ROLL DAMPING FROM DECAY TESTS

The roll motion, ¢, for free decay in calm-water
can be expressed as:

(Ixx +A44)$+B44(¢)+C44¢:O (D

where i is the roll inertia, 444 and Ca4 are the roll
added mass and hydrostatic restoring coefficients.
B, ((I)) denotes the roll damping moment, which is

typically modeled as:
B44 ((I)) = Bld) + Bz ‘q)‘d) (2)
This roll damping model introduces a

nonlinearity in the roll motion equation and makes it
more difficult to analyze. So, usually nonlinear
damping is replaced by a certain linearized damping,
ie.

B, (¢) = Bed) (3)

where B. represents the equivalent linear damping
coefficient which, in general, depends on the
amplitude and period of roll motion. However, for a
given cycle of motion, B. can be considered
constant. For a generic periodic motion, B, can be
expressed in terms of By and B, by equating the first
terms of the Fourier series expansion of eq. (2) and
eq. (3), so that:

B(0,)=B + 3B, (4)

k

where the roll amplitude is ¢, = (¢, +&,,,)/2, o«

and ¢x+; denote two successive peaks in the roll
decay motion, and Tk is the roll period. The damping
coefficient B. (or B; and B>) can be obtained from
analyses of roll decay time records. The most
common methods are the logarithmic decrement
method and the Froude energy method. A more
detailed description and discussion on various other
methods for roll decay analyses can be found in
Spouge (1988).

3. ROLL DAMPING FROM WAVE TESTS

Based on the experimental ship responses in
waves and a numerical model for the simulations of
roll responses in waves, an external roll damping
coefficient can be determined in the calibration
process of the numerical roll response.
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For the sake of simplicity, a linear frequency-
domain numerical model was adopted for the
uncouple roll motion equation in waves:

(]xx +A44)$+B44¢+C44¢:M¢(t) (5)

where M, (¢) represents the wave exciting moment in
roll. In the calibration process, the roll damping
coefficient was assumed linear and was subdivided
in a potential (radiation) part plus a viscous
contribution. The potential part was assumed
frequency-dependent while the viscous contribution
was allowed to change also with the incident wave
height.

The calibration criterion for the regular wave
tests is based on the mean amplitude of the roll
response, which can be expressed as:

M¢(03)
—o’[1,, + 4,,(0)]+ioB,(0)+C,

d(w) = (6)

where <T) and M , are the complex amplitudes of the

roll response and the excitation moment, = -1 . The
hydrodynamic potential coefficients and moments
can be obtained using, for instance, WAMIT® or
ANSYS-AQWA™,  The response amplitude
operator (RAQO) of the motion relative to the incident
wave can be defined by:

RAO,(w) = 9, (@) (7)
C. (@)

where C.(®) is the amplitude of the incident wave

and ¢, is the amplitude of the roll response.

For the irregular waves conditions the area under
the roll response spectrum was used as calibration
criterion of the numerical simulations of roll motion.
The roll response spectrum can be obtained using the
spectral approach, so that:

$,(@) =|RA0, ()] -5, (@) (8)

where S¢(w) and S¢(w) denote the power spectral
densities of the incident sea (wave spectrum) and the
roll response (motion spectrum), respectively. The
significant motion amplitude, ¢, is given by:

¢, =2|my, ©)

where moy is the area under the roll response
spectrum.

Further details on the determination of roll
damping coefficients using the hybrid procedure can
be found in Rodriguez ef al. (2019).

4. ROLL DAMPING FROM
METHOD

A semi-empirical method for roll damping
prediction of ships was proposed originally by Ikeda
as described in Himeno (1981). The method assumes
that the roll damping moment (B:) can be separated
into components. Each one is computed
independently and associated to skin friction (Br),
eddy shedding (Bg), hull lift (By), free-surface waves
(Bw), and bilge keel effects. The bilge keel effect was
subdivided in three components: Bpgny due to the
normal force on the bilge keels themselves, Bpxr due
to the pressure change on the hull when bilge keels
are installed, i.e., the interaction between hull and
bilge keels, and Bgxw due to the waves associated to
the presence of bilge keels. Therefore:
Bt4:BF+BE+BI_+BW+BBKN+BBKH+BBKW

(10)

More recently, Kawahara et al. (2012) presented
a simplified method of predicting roll damping
following Ikeda’s method. This simplified method
requires only some main parameters of the ship
instead of the detailed geometry of the ship cross
sections (required by the original Ikeda’s method).
Once each of the components in eq. (10) is
estimated, the total damping moment is presented as
a function of the roll amplitude and the coefficients
Bj and B, obtained using eq. (4).

IKEDA’S

5. NUMERICAL MODEL FOR DIRECT
STABILITY ASSESSMENT

The numerical model for the prediction of roll
motions in time domain consists of two stages. In the
first stage, a frequency domain approach based on
3D panel method is used to compute the linear
radiation/diffraction forces as well as the response
amplitude operators for the six degrees of freedom
of the vessel. In the second stage, the equations of
motions are solved in time-domain using either the
linear or a nonlinear approach in the six-degrees of
freedom.

For the linear approach, the radiation/diffraction
forces come directly from the first stage and
hydrostatics and Froude-Krylov forces are computed
considering only the mean-wetted surface of the
vessel. Linear external damping and/or hydrostatic
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coefficients (associated for instance to linear
mooring forces) can be introduced in any of the
degrees of freedom.

For the nonlinear approach, radiation/diffraction
forces are kept linear, but hydrostatic and Froude-
Krylov actions are computed up to the instantaneous
wetted surface, i.e., allowing for wave passage and
motions nonlinear effects. In addition, the quadratic
(nonlinear) roll damping contribution and mooring
lines forces are considered.

6. CASE STUDY

A typical VLLC was used to analyze the
different approaches for the roll damping prediction
and their effects on roll responses. Table 1 presents
the main particulars of the VLCC at a typical
intermediate loading (draught) condition, while
Figure 1 illustrates the 3D geometry of the hull and
the mesh adopted in the numerical simulations.

Table 1: Main characteristics of the VLCC at the
intermediate loading condition.

LBP 320.0 m
Breadth 54.5 m
Depth 27.8 m
Draught 14.7 m
Displacement 311 046 t
Ing 8.29E+07 t.m?
GM 9.5 m

Figure 1: Panel geometry of the VLCC hull at the
intermediate loading condition.

This hull has been tested in model scale (1:70) at
the Brazilian Ocean Technology Laboratory
(LabOceano) to assess its hydrodynamic behavior in
waves as a Floating Production Storage and
Offloading (FPSO) stationary unit, i.e., without
forward speed, under wave conditions typical of
Campos Basin, Brazil. The vessel was fitted with
bilge keels of 1.00 m width and 127 m long, on both
sides.

For the model tests, a simplified mooring system
to restrain the horizontal motions was adopted. The
simplified system only reproduced the horizontal

(linear) restoring stiffness of the full system and
consisted of four horizontal lines (two in the bow and
tow in the stern).

Decay tests results

The decay tests have been performed for two
initial angles, namely, 10° and 20°. The experimental
series have been analyzed using the logarithmic and
the decrement method. The roll resonant period was
14.4 s. Figures 2 and 3 illustrate the plots for the
decay analyses of the 20° initial angle.
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Figure 2: Equivalent roll damping from logarithmic
decrement method.

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14
mean roll amplitude [deg]

Figure 3: Curve of extinction of roll decay in Froude’s
method.

The roll damping coefficients from the decay
tests of the 10° and 20° of initial angle are shown in
Table 2.

Table 2: Roll damping coefficients from decay tests

Initial Method | B, [kN.m.s.rad] |B, [kN.m.s%.rad ]
10° Logarithmic 9.95E+05 9.63E+07
Froude 1.61E+06 7.58E+07
20° Logarithmic 1.01E+06 9.40E+07
Froude 1.90E+06 7.52E+07

The results show significant differences among
the coefficients obtained from both methods. For the
linear coefficients, the differences were 62% and
88% for the 10° and 20° of initial roll, respectively.
However, within a given method, there are not
significant differences between the corresponding
coefficients for 10° and 20°. Figures 4 and 5 present
the time series of the experimental roll decay
(Exp_PT15 302 and Exp PT15 305) and the
numerical simulations based on the uncouple roll
motion equation with the roll damping coefficients
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from the logarithmic decrement (Num logl0 and
Numlog20) and the Froude methods (Num_Fr10 and
Num_Fr20).
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Figure 4: Time series of the roll decay for 10° initial angle.

20
15

10

Roll (deg)
5 & o w

M
o}

N
o

time (s)
Num_Log20 = - — - Exp_PT15_305

Num_Fr20

Figure 5: Time series of the roll decay for 20° initial angle.

Despite the significant differences in the roll
damping coefficients between the logarithmic and
Froude methods, the time series of the numerical
simulations for both approaches agree satisfactorily
with the experimental series. A slightly better
agreement is observed for the Froude method,
especially for the smaller roll motions.

Regular waves tests results

Based on the hybrid approach, for each test
condition a single external roll damping coefficient
has been estimated. A summary of the experimental
roll response amplitudes (per meter of wave
amplitude) in regular waves is shown in Fig. 6.
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Figure 6: Experimental roll amplitudes for regular waves.

At the roll resonant period, different values were
observed in the roll RAO with the increase of the
incident wave height. Typically, this behavior is
attributed to nonlinearities associated to hydrostatics

and wave excitation loads. However, here, those
differences will be assumed to be a consequence of
different damping levels associated to the response
amplitudes (or, implicitly, to the incident wave
height. The set of external linear roll damping
coefficients, i.e., additional to the potential damping,
for the regular wave test conditions is presented in
Figure 7 as a function of the incident wave period
and height.
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Figure 7: Roll damping coefficients for regular waves.

Some large variations along the wave period
appeared in the estimation of the roll damping
coefficients, particularly for periods 8 s and 10 s,
however, those variations correspond to conditions
where the roll responses displayed small amplitudes
(less than 1 deg/m). Since the periods of those
condition are far from the resonant roll period, the
roll responses are almost insensitive to damping, so
that exceptionally large values of damping
coefficients were required to numerically calibrate
those (small) responses. On the other hand, around
the roll resonant period, where damping is an
essential parameter, the various levels of roll
damping associated to the incident wave height
become evident. Except for the 13 s period, it is
observed that the higher the wave height, the higher
the roll damping coefficient.

Figure 8 presents the linearized roll damping
coefficients around the roll resonant period from
wave tests as function of the roll responses
amplitude. For the sake of comparison, the
experimental data from roll decay test at 20° of initial
angle and lkeda’s method predictions are also
displayed.

In terms of equivalent linearized roll damping
coefficients, the damping in waves is greater than in
calm water (under roll decay), particularly for the
larger responses. Unfortunately, since no tests were
performed with smaller wave heights at the roll
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resonant period, there is not enough data to verified
that behavior for the smaller roll angles. However, if
the fitting line of the wave test data is extrapolated
to the smaller roll angles, the roll damping
coefficients become closer or smaller than in roll
decay.
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Figure 8: Linearized roll damping coefficients from decay
tests, regular waves tests and Ikeda’s original and simplified
predictions for the resonant roll period.

To verify how those differences in the roll
damping coefficients affect the predictions of roll
motions, time domain numerical simulations of the
wave tests conditions using the roll damping
coefficients from both approaches (decay tests and
regular waves) have been performed. Figs. 9 to 13
display the experimental roll and the corresponding
simulations for some of the conditions around the
roll resonance period and for different wave heights.
The numerical simulations based on the calibrated
damping coefficients from the roll responses in
waves are Calib-Lin and Calib-NonLin, where the
former refers to the linear model and the latter to the
model with nonlinearities in hydrostatic and Froude-
Krylov loads. The numerical simulations based on
(linear + quadratic) roll decay coefficients are
Decay-Lin and Decay-Nonlin. The latter also
incorporates nonlinearities in hydrostatic and
Froude-Krylov actions.

Figure 9: Roll from experiments and numerical simulations
(T=13.0 s, Hs =2.9 m)
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Figure 11: Roll from experiments and numerical simulations
(T=14.6 s, Hs=3.2 m)
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Figure 12: Roll from experiments and numerical simulations
(T=14.6 s, Hs = 6.8 m)

Rol[deg]

Figure 13: Roll from experiments and numerical simulations
(T=14.6 s, Hs=9.8 m)

In general, the predictions based on roll decay
damping coefficients overpredict the roll motions,
while the approach based on wave responses, in
average, presents a better agreement with the
experimental results. It should be recalled that for the
time series simulations, the time-domain model
described in Section 5 have been used while for the
roll damping coefficients estimation, the frequency
domain model was adopted.

Regarding the nonlinearities in the hydrostatic
and Froude-Krylov actions, it is evident that they are
not relevant neither for the simulations based on roll
decay coefficients nor for the ones based on the roll
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response in waves. Therefore, at least, for the cases
analyzed here, for a more realistic roll prediction, a
more accurate prediction of roll damping in waves
(even in its linearized form) seems to be more
important than nonlinearities associated to restoring
and Froude-Krylov.

Ikeda’s predictions

The two prediction approaches based on Ikeda’s
method (the original and the simplified) have been
implemented numerically and applied to the VLLC.
The results from Ikeda’s prediction for the linearized
damping at the roll resonant period are presented in
Fig. 8. The original Ikeda’s approach agrees quite
well with the experimental roll decay data,
especially for the smaller roll amplitudes, while the
simplified Ikeda’s approach overpredicts the roll
decay damping coefficients for roll amplitudes
below 10°. Compared to the damping coefficients
from wave responses, both approaches based on
Ikeda’s method display lower wvalues. Thus,
overestimation of roll responses in waves is expected
if Ikeda’s damping coefficients are adopted.

Figures 14 and 15 present the components of the
linearized roll damping coefficients from Ikeda’s
original and simplified approaches, respectively.
The curve Bikeda represents the sum of the roll
damping components, while the line Fit is the linear
fitting to Bmueda curve for the estimation of
coefficients B; and B,. From the original Ikeda’s
method those values were 1.38E+06 kN.m.s/rad and
7.77TE+07 kN.m.s*/rad?, respectively; while for the
simplified approach the corresponding values were
3.38E+06 kN.m.s/rad and 5.68E+07 kN.m.s*/rad?,
respectively. Those discrepancies can be attributed
to significant differences in the estimations of wave
damping (Bw) and bilge keel (Bgk) components
between the two approaches.
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Figure 14: Roll damping components at roll resonant period
from Ikeda’s original method
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Figure 15: Roll damping components at roll resonant period
from Ikeda’s method simplified approach

Irregular waves tests results

For the model tests, three irregular sea
conditions were specified for the VLCC: Irrl: 100-
year extreme swell condition (JONSWAP spectrum:
T,=15.6 s, H=7.8 m, y=1.7), Irr2: a one-year storm
sea condition (JONSWAP T7,=8.6 s, H~4.5 m,
v=2.2) and Irr3: a Pierson-Moskowitz sea with
T,=17.8 s, H=59 m. y represents the peak
enhancement factor of the JONSWAP spectrum.

Based on the hybrid approach (following the
frequency domain  spectral  expressions
presented in Section 3), the spectrum of the
numerical roll response was calibrated, and the
corresponding external linearized damping
coefficient was obtained for each test run. Then,
time domain numerical simulations have been
performed with the roll damping coefficients
from roll decay tests and wave tests. The
following approaches have been tested:

a) Three degree-of-freedom (3-DOF) model
where only heave, roll and pitch motions have
been considered.

b) Six-degree-of-freedom model with mooring
lines and damping coefficients obtained from
potential theory, except for the roll damping
coefficient.

c¢) Six-degree-of-freedom model with mooring
lines and damping coefficients considering
linear viscous contributions in sway and/or yaw.

First, the direct assessment of roll motions
used the linear hydrostatic and Froude-Krylov
model; then, nonlinearities in those loads were
introduced. Figures 16 to 18 present the roll
response spectra from roll time series based on
the linear model with the roll damping
coefficient from wave tests. The comparison of
the response spectra from the frequency domain
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model (Num-FD) and from the experimental
response spectra evidences the successful
calibration of the roll damping coefficient for
the three sea states.

| JONSWAP Tp=15.6 5, Hs=7.8m, y=1.7

- Num-TD: moored vis5% (8., & Bg)
|—Num-TD: moored vis10% (B, & Bg) |

Figure 16: Roll response spectra for Irr1 - linear model with
roll damping coefficients from wave tests.

T T T T
JONSWAP Tp=8.6 5, Hs=4.5 m, 1=2.2

Figure 17: Roll response spectra for Irr2 - linear model with
roll damping coefficients from wave tests.
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Figure 18: Roll response spectra for Irr3 - linear model with
roll damping coefficients from wave tests.

Although a single roll damping coefficient has
been calibrated for each sea state, the time domain
numerical model (Num-TD) predicted significantly
different roll motions. The 3-DOF, in which surge,
sway and yaw motions allowed,
substantially overpredicted the roll responses. More
accurate predictions are obtained when the 6 DOFs
are considered, which imply the inclusion of
mooring line restoring effects. Furthermore,
depending on the location of the peak of the sea
spectrum, the quality of the predictions of the linear
model can be substantially affected by the sway and
yaw motions. For the sea condition Irr1 (whose peak
period is around the roll resonance period), sway and

were  not

yaw motions grow excessively (compared to the
corresponding experimental responses) when only
potential damping is considered for these DOFs. The
overestimation of, especially, the sway motion
causes the underestimation of roll response as
observed in figure 16. To obtain better roll
predictions, it was necessary to introduce linear
external damping, at least, in the sway equation, to
account for some viscous effects. In terms of critical
damping, 1% of additional damping in sway and yaw
greatly improved the predictions of roll. However,
5% and 10% of additional damping in those DOFs.
display better predictions in all 6 DOFs. Figures 19
to 21 illustrate the experimental and numerical time
series of sway (mean value has been removed), roll
and yaw for sea state Irrl.
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Figure 19: Sway responses for Irrl - linear model with roll
damping coefficients from wave tests.
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Figure 20: Roll responses for Irrl - linear model with roll
damping coefficients from wave tests.
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Figure 21: Yaw responses for Irrl - linear model with roll
damping coefficients from wave tests.

The time series of sway and yaw motions
demonstrate that, at least, for the roll resonant sea
state, the introduction of viscous effects (even in its
linear form) in the sway and yaw dynamics has
strong effect for the accurate predictions of motions.
As the peak period of the sea state depart from the
resonant roll period, the effect of additional
(viscous) damping on sway and yaw motions
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becomes less important, as evidenced in Figs. 17 and
18.

To assess the performance of the roll decay
coefficients in irregular seas, time domain
simulations in 6-DOFs have also been performed
with the linear model (in terms of hydrostatic and
Froude-Krylov actions), without the introduction of
external damping on sway and yaw, i.e., only the
linear plus quadratic roll damping coefticients have
been allowed. Simulations with the nonlinear model
(in terms of hydrostatic and Froude-Krylov actions)
have also been performed for the cases with roll
damping from wave tests (wave resp. NL) and from
roll decay tests (decay NL). Figs. 22 to 24 present
the roll response spectra of those simulations.
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Figure 22: Roll response spectra for Irr1 — effect of roll decay
damping coefficients and nonlinearities.
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Figure 23: Roll response spectra for Irr2 — effect of roll decay
damping coefficients and nonlinearities.
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Figure 24: Roll response spectra for Irr3 — effect of roll decay
damping coefficients and nonlinearities.

In general, the simulations based on roll decay
damping coefficients predict larger roll responses
than those of based on roll damping from the

calibration of roll in waves, both for the linear and
nonlinear model. The nonlinear model provided
simulations with larger roll predictions than its linear
counterparts, both considering the roll damping
decay coefficients and the wave-response based
coefficients.

The roll predictions for Irr2 seem to be not
satisfactory in any of the time-domain approaches. It
should be noticed, however, that under this sea
condition the experimental measured roll was very
small (barely exceeded 2°) and the frequency-
domain (spectral) approach obtained after
calibration of the external roll damping coefficient
provided more satisfactory results (fig. 17). For Irrl,
whose peak is close to the roll resonant period,
except from the nonlinear model with decay
coefficients, the results from all the time domain
approaches presented satisfactory results, with
slightly better agreement for the nonlinear model
with damping coefficients from wave tests or the
linear one with roll decay coefficients. For Irr3, it is
quite evident that either the linear or nonlinear model
can be adopted since the roll damping coefficient is
calibrated from wave tests. Roll damping
coefficients from decay tests excessively overpredict
the roll responses for this sea state.

7. CONCLUSIONS

The present study analyzed the effect of roll
damping on the direct assessment of roll motions for
a VLLC without forward speed. Experimental data
and numerical simulations have been explored or
regular and irregular wave conditions. Three sources
of roll damping coefficients have been applied: roll
decay tests, calibration of experimental roll
responses in waves and lkeda’s prediction method
(the original and the simplified approach). The
following conclusions can be summarized:

* The frequency domain model adopted for the
estimation of the external linearized damping
coefficients in regular and irregular waves was
able to satisfactory calibrate the experimental
roll responses.

* The linearized roll damping coefficients from
the calibration of the experimental roll responses
in waves displayed greater values than those
from decay tests, especially for the larger roll
amplitudes.
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= Damping coefficients from original Ikeda’s
method displayed particularly good agreement
with decay test results. Yet, the simplified
Ikeda’s approach overpredicted roll damping for
the smaller roll amplitudes and underpredicted
for the larger ones. Wave and bilge keel
damping components have been regarded as the
main source of discrepancies.

= Roll damping coefficients from decay tests tend
to overpredict the roll responses.

= The effect of nonlinearities in hydrostatic and
Froude-Krylov actions are not relevant for the
regular wave conditions, while for irregular
waves the influence is more apparent. In general,
those nonlinearities tend to produce larger
responses than their linear counterparts.

= Sway and yaw motions are essential for accurate
time-domain roll motion predictions. 3-DOF
models (heave, roll, and pitch) excessively
overpredict roll responses.

= For the sea states with peak periods around roll
resonance, the introduction of external (viscous)
linearized damping on sway and yaw motions
improve the prediction of roll responses.

= Accurate estimation of roll damping for each test
condition is more relevant than the effect of
nonlinearities in restoring and Froude-Krylov

Thus, roll predictions

(linearized) roll damping coefficients from wave

actions. based on
tests are, in general, more reliable than those
based on roll decay coefficients.
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ABSTRACT

The paper complements an earlier publication by the authors addressing the probability of survival in the IMO
framework for damage stability assessment, the s-factor. The focus here is on the probability of occurrence of
a certain damage scenario (breach), conditional on its dimensions and location (centre and port or starboard
side), the p-factor. Pertinent assumptions and limitations are explained, following its evolution for specific
application to passenger ships. Attempts to provide analytical descriptions of the damage breach distributions
as tetrahedra shapes positioned along the ship length whilst accounting for changes in ship geometry, structural
arrangements, and subdivision for consumption by the wider profession has led to misconceptions and
misunderstandings of what exactly the p-factor is in the context of probabilistic damage stability calculations.
This is evidenced by the fact that the same original damage breach distributions, derived in Project HARDER,
based on largely cargo ships with age spread over the last three decades of the previous century, are still being
used today for all ship types, including modern passenger ships. Filling this gap, a new database for passenger
ships developed in the EC-funded Project FLARE, is briefly presented, leading to new damage breach
distributions specifically for passenger ships. It is believed that this paper will throw considerable light in
enhancing understanding on the p-factor, which has been cluttered with unnecessary complexity from the
outset.

Keywords: Ship damage stability, probabilistic and direct methods, damage breach distributions, p-factor.

1. INTRODUCTION

The probabilistic  assessment of  ship
survivability after an accident should be a
comprehensive process estimating the conditional
probability of losing ship stability in the wake of a
casualty. Even though the definition of a
probabilistic framework developed for the last 30
years, the actual regulations imposed by SOLAS
2009/2020, (SOLAS, 2009), incorporate just a few
elements of the provided research output. The only
cause of accident included in the SOLAS framework
is collisions, totally neglecting other sources of
hazards for ships as groundings that could be more
frequent and dangerous for certain kinds of vessels
as passenger ships. Furthermore, SOLAS provides a

classification of the safety level of a ship based on
the evaluation of indices instead of promoting a
direct approach for the estimation of flooding risk.
In such a case, the resulting probabilistic assessment
neglects relevant aspects for ship survivability as the
operational area and operating environment, the
structural arrangements, the breaches definition and
distributions and the vessel type. More importantly,
focusing on indices, as a substitute for direct
assessment of flooding
assessment of the time element, hence crucial

risk, deprives such

information on measures to affect improvements on
the evolution of flooding leading to capsize as well
as evacuation arrangements and associated Risk
Control Options (RCOs) affecting evacuation in
such scenarios.
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On the other hand, SOLAS regulation provides a
clear logic to evaluate ship survivability through an
Attained Subdivision Index (A-Index):

J
A=Ziwj'm'5i (1)

j=1i=1
Where,
J represents the loading condition under

consideration.

] represents the total number of loading
conditions considered in the calculation of
A, usually three draughts covering the
operational draught range of the vessel.

w, represents a weighting factor applied to
each initial draught.

i represents each compartment or group of
compartments under consideration for
loading condition j.

I is the total number of all feasible damage
scenarios involving flooding of individual
compartments or groups of adjacent
compartments.

p; is the probability that, for loading
condition j, only the compartment or
group of  compartments under
consideration are flooded, disregarding
any horizontal subdivision.

s;  accounts for the conditional probability of
following flooding of the
compartment or group of compartments
under consideration for loading condition
j, weighted by the probability that the
space above a horizontal subdivision may
not be flooded.

The use of A-Index as a safety measure gives a
fully decoupled approach for the determination of
flooding probability (p-factor) and ship survivability
(s-factor), as it was clear since the first studies of
Wendel on probabilistic damage stability assessment
(Wendel, 1960, 1968). This simple but efficient
distinction between casualty occurrence (p) and its
consequence (s) can be used to incorporate research
outcomes of the last decades in the field of ship
safety. The present work gives a detailed overview
of the enhancements provided within the FLARE
project concerning the definition of p-factors,

survival

including relevant aspects of ship safety neglected or
ignored by the current SOLAS regulation.

2. P-FACTOR DEFINITION

Whilst the s-factor relates to the probability of a
ship surviving a given damage (breach) in each
loading condition and environment (Vassalos and
Mujeeb-Ahmed, 2021), the p-factor is used to define
the probability of occurrence of a certain breach, in
each one of the pertinent hazards (collision, side and
bottom grounding) conditional on its dimensions and
location (centre and port or starboard side). This
entails the need of probabilistic
pertaining to each of these elements, which is
provided by the marginal distributions of the breach
dimensions and location. Breaches are defined as 3-
dimensional objects (location, side, and vertical
position along the ship length). Deriving from this,
damage breaches are often thought of and described
as cuboids, however, this is not always the case. In

information

areas where there is curvature in the vessel waterline,
i.e., outside of the parallel mid body, the damage
breach ceases to be described as a cuboid. Instead,
the penetration element of the damage breach
follows the profile of the waterline corresponding to
the draught being examined, offset by the
penetration L,. The p-factor is unaffected by this
assumption as the dimensional properties of the
damage remain the same. Instead, the geometrical
properties of the breach are changed, see Figure 1.
However, the spaces affected by the damage breach
can vary.

Figure 1: Breach definition along the ship side

All the clutter in the literature relates to how the
p-factor is addressed in current SOLAS and how
damage breaches are defined, concerning several
pertinent characteristics:
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e SOLAS approach to defining and using the p-
factor:

“p-factor is the probability that, for a given
loading condition, only the compartment or group of
compartments under consideration are flooded,
disregarding any horizontal subdivision”. SOLAS is
still referring to “compartments” for collision
damages only, using statistical data of breaches that
relate to the last three decades of the previous
century, the majority of which relate to cargo
vessels; hence disregarding all related information of
modern passenger ships, ship size, speed and
structural arrangements, hence material and speed
for the vessel under consideration. Moreover, the
statistical database available in SOLAS includes
allisions and contacts as part of the hazards. If there
is no breach then there is no p-factor as its definition
is conditional on heaving a breach of given
dimensions, location, and position.

e  Whether the distributions are marginal or
conditional probabilities:

Even though marginal distributions are supposed
to be independent, attention should be paid to the
damage penetration. The SOLAS framework
implicitly assumes that for a collision damage breach
the ratio between dimensionless penetration and
dimensionless length cannot exceed 15. Therefore,
an upper limit should be introduced, having as main
consequence that damage length should be generated
before damage penetration. Specific reference to this
is made in the explanations provided for Figure 4 in
the following.

e Derivations of the breach distributions based
on statistical or direct approaches:

Crash analysis using verified numerical Finite
Element codes, e.g., LS-Dyna or faster super-
element codes, e.g., SHARP, as expanded upon later,
are widely available, offering potential to address
collision and grounding hazards for a specific ship in
specified operational scenarios and environmental
conditions. Yet, the profession continues to rely on
statistical methods, using incomplete or in the case
of passenger ships irrelevant statistical data,
pertaining to cargo ships, for the definition of
damage breaches.

e Zonal or non-zonal approaches and definition
of breaches in each approach:

The reference of SOLAS to compartments, i.e.,
physical boundaries to be used in the integration of
the probability distributions of breaches to derive the
p-factors is still creating problems between the
traditionalists and modern naval architecture.
Former believe that the p-factor should be calculated
with the help of the law of total probability, resulting
from Kolmogorov axioms, as it is in the SOLAS
Convention. Using MC sampling of the damage
breach distributions is unable to calculate the true
value of the A-index. As such, it is of no value for
Naval Architects. This is the alienated view being
referred to in the paper title. Notwithstanding the
above, there are varying views on how to use the
non-zonal approach with confusion being the
standard situation.

e Sampling methods for numerical
simulations/calculations of ship survivability:

Even though, there is some general guidance
based on sampling error, there is no rigorous
approach to define sample size for use in
simulations/calculations, such number varying from
1,000 samples to 100,0000, based on how closely the
breach distributions are represented but without any
reference to the reliability of data or the impact on
damage stability calculation in using different
sample sizes.

e Crashworthiness considerations:

The question of wusing crashworthy ship
structures to positively affect (reduce) damage
breach distributions is another element where
confusion prevails, in terms of what exactly this is,
how it can be used to improve damage stability, how
it is calculated and how it is applied optimally. In
particular, the fact that the probability term implicit
in the p-factor does not change; only the condition
pertaining to the damage size in a given location in
the ship. As a result of this, even though the concept
has been around for decades it has not found any real
application in ship design in so far as damage
stability is concerned.

Each of these aspects will be further addressed
in the following sections.

SOLAS Damage Breach Distributions

The derivation of p-factors, currently in use in
SOLAS, originates from the HARDER project
(HARDER, 1999-2003), (GOALDS, 2009-2012),
(Bulian and Francescutto, 2010), (Liitzen, 2001)
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during which collision damage statistics were
processed to obtain probabilistic damage breach
distributions, in terms of damage longitudinal
position, longitudinal extent, transversal extent, the
upper limit of vertical extent and side of damage
(port/starboard). The mathematical integration of
these distributions over box-shaped domains allows
expressing the p-factors in the known analytical
format of SOLAS on ship subdivision. The SOLAS
underlying damage distributions have been obtained
by pooling collision accidents of all types of ships
available at the time, spanning the last 3 decades of
the previous century. Moreover, the damage
distributions do not explicitly consider the structural
design, or crashworthiness of the ship. Practically,
this implies that even if a ship is designed with a high
crashworthiness level, no gain is to be expected in
terms of safety in the framework of the current
regulations. A second consequence is that SOLAS
damage distributions embody an ‘average’
crashworthiness level of the historically damaged
ships, which is not necessarily representative of a
specific type of ship, or applicable to any type of
ship., and, in particular passenger ships, especially
the modern giants populating the current fleet.

More specifically, it is acknowledged that the

collision statistics include in the main accidents
involving cargo ships and tankers, Figure 2.

other 4%

Tanker 24%
General Cargo
A47%
Bulk Carrier (
7%
Passenger/Ro
Ro 7%

Container 11%

Figure 2: Ship-type breakdown in collision statistics, Project
GOALDS, (2009-2012).

Geometrically, a collision-type damage is
idealised in SOLAS as a box with two faces parallel
to the waterplane, two faces parallel to the ship
transversal plane and two faces following the hull
longitudinal shape at the waterline. Furthermore, the
damage box crosses the waterline as well as one side
of the ship. In the general case, the damage is

modelled using the 6 geometrical parameters (L., L,,
Zui, Zi1, damage side), illustrated in Figure 3.
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Figure 3: Geometric properties of a damage breach

From a probabilistic point of view, the SOLAS
underlying damage breach distributions associated
with each potential damage parameter are
exemplified in Figure 4. This figure provides an
overview of the geometrical model of a collision
breach, together with the independent marginal
cumulative distributions of the breach characteristics
in non-dimensional form. Starboard and portside
damages are equiprobable. The damage is defined as
potential, meaning that it could extend also outside
the vessel limits. This aspect requires particular
attention concerning the positioning of the damage
at the ship extremities, keeping consistency with the
analytical formulation of zonal p factors. In case the
potential damage is fully contained within the ship
length L, L corresponds to the damage centre. If the
damage partially extends outside the vessel, then the
location of X, should be changed as described in
(Bulian and Francescutto, 2010). Even though
marginal distributions are supposed to be
independent, attention should be paid to the damage
penetration Ly. The SOLAS framework implicitly
assumes that for a collision damage breach the ratio
between dimensionless penetration and
dimensionless length cannot exceed 15. Therefore,
an upper limit Lymax 15.B.Ly/Lx should be
introduced, having as main consequence that
damage length should be generated before damage
penetration. As a last remark, the internal limit of the
damage follows the waterline at z<T shifted by Ly,
then the collision damage is not always box-shaped.

xxxxxx
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Figure 4: (a) Damage centre longitudinal position cumulative distribution function; (b) Damage longitudinal extent cumulative
distribution function; (c) Damage transversal extent conditional cumulative distribution function; (d) Damage vertical position
upper limit cumulative distribution function; (¢) Damage vertical position lower limit cumulative distribution function; (f)
Damage side index probability mass function.

Deriving p_f'actors using Zonal and Non-Zonal subdivision into zones, which can be conducted
Damage Breach Distributions either in line with physical subdivision boundaries or

“virtual” boundaries. Damage probabilities (p-
factors) are then derived for each of these zonal
damages, and combinations thereof, using damage
statistics in the form of marginal distributions, as
provided in Figure 5. Damage breach p-factors are
then generated by integrating the joint probability

In the zonal approach to probabilistic damage
stability, currently adopted by IMO, collision
damage cases are defined as three-dimensional
cuboids, as outlined previously. These are
determined following discretisation of the vessel
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function of non-dimensional damage location and
non-dimensional damage length f (%, y) with respect
to each damage zone and combination of zones. The
resultant probability then accounts for the
occurrence of all damage cases that would fall within
the range of either a single zone or a combination of
zones.

As non-dimensional damage location and non-
dimensional damage length are considered
independent parameters, their joint probability
density function can be expressed as shown in
Equation 2.

f&,y) = a(@)b(y) )
The respective p-factor for a given damaged
zone or combination of zones can then be calculated
through the integration of the underlying probability
functions for length and location as follows:

PR, z) = f b(®) j a(%) dzdy 3)

kil

é

Figure 5: 1-Zone damage example using the zonal method

Once the probability of damaging a given zone
or combination of zones is known, the zonal
approach then requires two additional reduction
factors r and v to account for the probability of
differing degrees of damage penetration and height,
respectively. The purpose of these factors is to weigh
the damage probability in a manner reflective of the
underlying damage distributions. Therefore, the
final p-factor for a given zonal damage described by
location, length, penetration, and height is given by
Equation 4.

pi = p(%1, X2) " (X1, X2, by) - v(Hyg) 4)
In contrast, the non-zonal approach works by
sampling pertinent damage probability distributions

to produce a multitude of damage breaches,
characterised by size and location. For this purpose,

Monte Carlo sampling is generally adopted to create
a damage sample from the marginal damage
distributions previously described. The process
utilises inverse transform sampling, which involves
inverting the cumulative distribution function (CDF)
of a given random variable, say Fy, to produce Fy 1.
Random numbers, u, are then generated from a
uniform distribution in the interval [0, 1] and are
inputted into the inverse CDF to solve for variable x,
see Figure 6. This creates a sample population of the
random variable being addressed that is
representative of the underlying distribution.

CDF
1 ,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,
Fx
u,
U,
u, Fl(u,)
Fl(us)
u1 1
Fl(u.)
Flu)

Xi Xz X3 Xg

Figure 6: Inverse transform sampling

By applying the above process to each of the
damage distributions, shown in Figure 4, damage
breaches can be constructed by combining the output
from each sampled distribution. For a given vessel,
each of these breaches will lead to a certain
combination of rooms having been compromised.
Inevitably, a number of damage breaches will lead to
the same rooms being affected, thus creating a
smaller subset of distinct damage cases for use in the
Attained Index calculation. The frequency of
repeated cases is then used to determine the damage
probability (p-factor), corresponding to n/N, where
n is the number of breaches damaging the same
compartment (thus referring to a damage case) and
N is the total number of breaches generated (sample
size). Figure 7 below provides an illustrative
example of the difference between zonal and non-
zonal approaches. Here, on the left, the traditional
zonal approach can be observed, where the
probability of damaging the single zone highlighted
is determined by integrating the joint probability
function of damage location and damage length with
respect to the extremities of the zone and its location.
In contrast, on the right-hand side the non-zonal
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approach is demonstrated, where individual sampled
damage scenarios appear as unique points all
affecting the same single-zone domain. Here, the
damage probability for this one zone damage would
be determined as n/N, which if a damage sample size
of 1,000 scenarios is assumed, would lead to a p-
factor of 6/1000=0.006. If a sufficient damage
sample is taken, the zonal and non-zonal p-factors
will converge to the same value.

NON-ZONAL

Figure 7: Zonal Vs Non-Zonal 1-Compartment Damage

The determination of p-factor is detailed in the
HARDER project (HARDER, 1999-2003), Liitzen
(2001, 2002), Pawlowski (2004), and amended in
SOLAS2009 probabilistic framework, IMO (2006),
catering for collision hazards only. However,
collisions are not the only possible hazard
constituting the flooding risk for a ship, especially
for passenger ships. For the latter, lack of due
consideration for grounding (side and bottom)
hazards at IMO level over the past few decades,
catering for these through  deterministic
requirements, has shifted the flooding risk focus
with side and bottom groundings constituting now
the majority of the flooding risk for passenger ships.
Figure 8 is indicative of the current situation with
flooding hazards for passenger ships.

Frequency of flooding Estimation of risk*

Collision
20%
Side
ide

Bottom Bottom

Cruise and RoPax Cruise ships RoPax

* Risk estimated based on recorded fatalities

Figure 8: Recent statistics on the flooding risk of passenger
ships, Project FLARE, (2019-2022).

Whilst SOLAS is still very relevant and the
requirements for collision are still valid, there is a

growing need for revision by adopting a more
holistic regulatory framework accounting suitably
for all pertinent hazards. Figure 8 from Project
FLARE is indicative of the current situation with
flooding hazards for passenger ships. The alarm for
this state of affairs has been raised in the past,
(Papanikolaou et al., 2004; Papanikolaou and
Eliopoulou, 2008).

Notwithstanding this, research on the topic of
grounding hazards has been persistent and
systematic, with significant contributions at IMO
level from Projects SAFEDOR (2005-2009),
GOALDS (2009-2012), EMSA 1III (2013-2015) and
eSAFE (2017-2019) but IMO rejected to include this
in pertinent regulations. Specific developments
include an accident database addressing all hazards,
(Mujeeb-Ahmed et al., 2021a) and leading to new
damage breach distributions, (Mujeeb-Ahmed et al.,
2021b). Directly related to p-factors determination in
probabilistic damage stability calculations, a non-
zonal approach for breach generation has been
developed, e.g., (Zaraphonitis et al., 2015; Bulian et
al., 2016), as well as calculations of all pertinent
indices and their combination, based on the current
IMO framework and accounting consistently for all
hazards, (Zaraphonitis et al., 2017; Bulian et al.,
2020).

Sampling Breach Distributions for Damage
Stability Assessment

When generating scenarios by sampling
probability distributions, it is important to ensure
that the sample is a fair and accurate representation
of the underlying distributions. The magnitude of the
error incurred here is predominantly a function of the
sample size and as such, it is of great importance to
ensure that a statistically valid sample is considered.
However, as the sample size increases, so does the
calculation time and computational cost, so one must
seek to strike a balance between these two
competing objectives. In order to make this
determination, two approaches could be pursued;
one using a commonly adopted engineering
approach and a more rigorous mathematical
approach in the sampling process. In this respect,
there are two points to consider. The first relates to
how accurately the sampling process represents a
given distribution in which case a rigorous approach
will produce netter results. The second relates to the
uncertainty in the determination of the statistical
distributions being derived from limited accident
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data (the marginal distributions expanded upon in
earlier). In the latter case, given the fact that accident
data is limited and unlikable, unwarranted accuracy
in the sampling process might not bear improved
accuracy in the calculation of damage stability and
survivability (Attained Index of Subdivision from
static calculations and Survivability Index from
time-domain simulations), using suitable numerical
models, (Vassalos and Paterson, 2021).

Adopting a pragmatic approach, the Standard
Error (SE) of the mean may be used to ascertain
sample quality and is a measure of the accuracy in
which the sample mean X reflects the actual
distribution mean p, calculated in accordance with
Equation 5. Two examples of distributions are
considered here. One addressing a single parameter
(SOLAS distribution of sea states, characterised by
Hs) and the second, flooding risk aggregation, in this
case represented by the time it takes a specific ship
to capsize in pertinent critical flooding scenarios,
CDF of time to capsize, (TTC). By assessing the
magnitude of the Standard Error as a function of
sample size (N), the relationship between these two
parameters can be derived, as shown in Figure 9, for
the first case. Here, it can be observed that there are
diminishing returns in error reduction for sample
sizes greater than 750 samples. Similar tendencies
were identified when assessing other parameters in
this way, with a variation £50 samples found across
all cases. This would indicate an optimal sample size
of 700-800 samples, in this particular case.
However, the sampling process itself, provides a
subset of all probable cases with proportional
representation of various extents but fails to capture
all possible scenarios. This is particularly true in the
case of low probability events (the rail-end of such
distributions), which are often poorly represented
within small samples. To provide an example, if one
were to compare a random damage sample to zonal
damages, the ratio of 2-compartment to 4-
compartment damages would most likely be the
same in each case, however, the sample would only
consider a fraction of all probable 2 and 4-
compartment cases. As such, by increasing sample
size a greater number of these “black swan” events
would be captured, even though the error may
remain for the most part unchanged.

sE= L
- \/ﬁ )

Where,

o = sample standard deviation

n = number of samples
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Figure 9: Standard Error (SE) relative to sample size (N) for
Hs

In addition to considering the Standard Error,
confidence intervals are normally derived for each
sample in order to illustrate the range of confidence
across the sample CDF. For this purpose, the
Dvoretzky—Kiefer—Wolfowitz inequality,
(Dvoretzky, 1956), is being utilised, which allows
different rates in violation to be identified across the
range of the distribution, see Equations 6 and 7. An
example of how this error varies relative to sample
size is also provided in Figure 10.

F,x)—e<Fkx)< E,(x)+¢ (6)
ln%
€= on (7)
Where,

F(x) = the true sample CDF
F,(x) = lower and upper bounds

1-a = level of confidence, i.e., 0=0.05 for 95%
confidence
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Figure 10: Confidence intervals: (a) 100 samples; (b) 1,500
samples

Considering the sampling process from a more
mathematical perspective, studies and applications
in computer science suggest that Latin Hypercube
(LH), Quasi-Monte Carlo (QMC) or Randomised
Quasi-Monte Carlo (RQMC) methods ensure a
faster convergence rate than the traditional Monte
Carlo approach when addressing complex functions,
(Cools and Nuyens, 2014). Considering this in the
particular case of application to damaged ship
stability/survivability, a preliminary study, limited
to Cruise RoPax bottom groundings, has been
carried out for the non-zonal approach implementing
a RQMC sampling method on a reference barge,
(Mauro et al., 2021). Traditionally, the application of
Monte Carlo sampling of pertinent distributions in
assessing ship survivability is well documented,
(Vassalos and Paterson, 2021). However, such a
method introduces randomness in the process,
leading to a dispersion of the attained survivability
index within multiple sets of generated damages. To
this end, recent work in Mauro et al. (2021)
investigates sampling methods alternative to Monte
Carlo, based on Latin Hypercube and Randomised
Quasi-Monte Carlo processes. The sampling
methods application for collisions, side and bottom
groundings on a reference barge available in the
literature for benchmark purposes shows that the
Randomised Quasi-Monte Carlo method based on
multidimensional Sobol sequences grants a lower
dispersion of the final survivability index data within
samples of equivalent size. The application on a
sample Cruise ship of Monte Carlo and Randomised
Quasi-Monte Carlo methods highlights the
possibility to reduce the number of damages
necessary to evaluate the survivability index within
an engineering consistent confidence interval. The
sampling process of damages within the SOLAS
probabilistic framework has been analysed,

proposing three alternative sampling processes
useful to reduce uncertainties and A-index
variability whilst adopting a non-zonal approach.
More specifically, the performance of LH and
RQMC sampling with standard MC approach is
addressed. The test case for collision, bottom and
side grounding damages on a simple reference barge,
highlights how the RQMC method based on multi-
dimensional Sobol sequences (SMPL-3) gives more
benefits than other procedures in the reduction of
variability for partial and total A-indices
calculations. A detailed analysis on the evaluated p-
factors highlights that the reduction of variability in
A-Index is strongly related to the reduction of the p
values evaluated per each unique damage case
among multiple repetitions. Moreover, SMPL-3
method is capable to detect a higher number of
unique damage cases compared to other methods.
Therefore, it could significantly reduce the number
of samples to be generated to achieve a target
confidence level on the results. The benefits
provided by SMPL-3 have been further highlighted
testing the sampling process on a complex internal
layout, more granular than traditional geometries
used for static calculations. Comparing results with
traditional MC sampling, it has been found that the
SMPL-3 method grants the same Confidence
Interval (CI) on the final A-index using
approximately 1/3 of the total breach samples.
However, to clearly identify a suitable lower limit
for the sample size needed for damage stability
assessment, a more extensive study on a wider
number of ships with different size is needed.
Nevertheless, the results on the reference barge and
on the sample cruise ship indicate that the adoption
of SMPL-3 method could be very effective with
different internal layouts and size. The same
procedure can be extended also for dynamic
analysis, where the benefits in terms of calculation
reduction could be even higher than for static
calculations.

Structural Crashworthiness

General Considerations

Structural design has traditionally been exploited
as a means of managing safety, related to accidental
loads and breaches of hulls. In the 20th century,
nuclear-powered ships faced a clear danger if the
reactor were to be physically damaged, e.g., by a
ship-to-ship collision. This led to Woisin, (Woisin,
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1979) describing some reconfiguration of the hull
that would result in a higher tolerance in the collision
energy of the side structures prior to undergoing
breaching. These first investigations served the
purpose of, not only creating more crashworthy side
structure designs, but also in capturing the
mechanics of ship-to-ship collisions. From that
period, the work of Minorsky, (Minorsky, 1959)
should be noted, which established the proportional
relationship between the capacity to absorb collision
energy and the volume of the structure involved in
deformation. McDermott (McDermott and R.G.
Kline, 1974) showed that the key element for ship
structures to have an extended capacity to absorb
energy is to allow the structure to undergo large
membrane tension. Based on his conclusion,
substantial work followed with Pedersen and Zhang
(2000), attempting to estimate collision energy and
loads based on the Minorsky empirical formula,
while Amdahl (1982), Liitzen (2001), Wierzbicki
and Abramowicz (1983), and Kitamura (1997,
2001), developed analytical methods using an upper-
bound theorem, referred to super-element solutions,
the latter addressing both collisions and groundings.
Deriving from these findings, a series of novel
designs of both side and bottom structures have been
and are still being investigated, Lehmann and
Peschmann (2002), Ludolphy and Boon (2000),
Graafet al. (2004), Naar et al. (2002), Klanac (2011)
and Klanac et al. (2005). What all these studies have
in common is that their conceptual developments are
focused on the definition of the topology of a novel
crashworthy structure, such as shown here in Figure
11.

Figure 11: Concepts of crashworthy structures: (a)
Longitudinal structure on-board an inland waterway gas
carrier, Ludolphy and Boon (2000); (b) Transverse structure
on board a RoPax vessel, Ehlers et al. (2008); (c) Corrugated
structure on board an inland waterway, Ehlers et al. (2008).

Based on these estimation methodologies, many
studies have been conducted focusing on protecting
certain regions of interest against external forces,
such as offshore structures in Storheim and Amdahl
(2014), Mujeeb-Ahmed et al. (2020), an LNG tanker

in Wang and H. C. Yu, (2008). More recently, Paik,
(2007, 2020) and Wilson (2018), proposed advanced
techniques for finite element modelling to simulate
structural crashworthiness with increased accuracy
in collisions and groundings. Most of these studies
conclude that the crashworthiness of ships can be
controlled effectively with conventional double-
bottom and double-sided structures. Concerning the
latter, a detailed methodological approach has been
presented in Conti et al. (2021), with application on
a Cruise ship operating in the Finland archipelago,
which is further elaborated later.

Impact of crashworthiness on p-factors

As mentioned earlier, the damage probability
distributions utilised within SOLAS are based on
accident statistics without taking explicitly into
account the structural design, or crashworthiness of
the ship. This implies that even if a ship is designed
with a high crashworthiness level, no gain is to be
expected in terms of safety in the framework of the
current regulations. In principle, SOLAS damage
distributions embody an ‘average’ crashworthiness
level of the historically damaged ships, which is not
representative of a specific type of ship, for example
modern passenger ships. However, in the same way,
these distributions can also be formed on the basis of
the crash analysis conducted on an area within the
vessel having structural protection. This would yield
local damage distributions (p-factors) to be used
instead of the standard SOLAS assumptions in case
of damages involving such protected spaces. The
impact of this consideration is demonstrated
heuristically in Figure 12 and expanded further in
Section 4.
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Figure 12: Impact of a crashworthy ship structural section
(blue line) on the damage breach penetration distribution for
a typical ship structure (black line)
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3. STATISTICAL APPROACH TO P-
FACTOR DETERMINATION

Probabilistic distributions of ship collision and
grounding breaches is an essential part in the design
of crashworthy ships. As indicated earlier, current
SOLAS damage distributions for collision are
developed based on all ship types. However, large
differences in ship design, operation, and safety
regulations, may render such assumptions invalid.
Moreover, the number of accidents leading to
flooding of large passenger ships are rare, which
poses a statistical challenge to obtain desired and
accurate distributions. Over the years, there has been
continuous research effort toward the development
of damage breach distributions, through various EU-
funded projects such as HARDER (1999-2003),
SAFEDOR (2005-2009), GOALDS (2009-2012),
EMSA III, (2013-2015) and eSAFE, (2017-2019).
However, what is currently adopted by SOLAS
regulations still pertains only to the earliest of these
projects, namely Project HARDER. To address this
gap, a concerted effort in the EU Project FLARE,
focused on devising new damage breach
distributions, specifically for large passenger ships,
whilst addressing both collision and grounding
accidents. To this end, use is made of a newly
developed accident database undertaken within this
project, leading to the development of pertinent
damage distributions for damage length, height,
penetration, and damage location.

Overview of the FLARE accident database

This section provides a brief discussion of the
flooding database developed in FLARE, Mujeeb-
Ahmed (2021a, 2021b). Figure 13 illustrates the
distribution of flooding cases for different types of
accidents, spanning the period 1999-2020 for Cruise
and RoPAX ships, extracted from IHS Sea-web. The
record shows that the number of hull/machinery
damages and grounding dominate, followed by
collision. This study focuses mainly on ship flooding
due to the initiating events developing external to the
ship, namely collision and grounding, disregarding
contact where only a few flooding events (8) are
registered.

Flooding cases

m Collision ® Grounding ™ Fire & Explosion = Contact ® Hull/Machinary Damage

Figure 13: Number of flooding cases for different accidents
registered over the last 20 years for Cruise and RoPax ships.

Data Filters

Focusing on the scope of the database
development, the following filters are employed to
extract the casualty and fleet at-risk data:

e Accident period: 1999-01-01 to 2020-10-31

(last 20 years)

e Accident type: collision and grounding

e  Ship size: GT > 3500

o  Ship length (overall): > 80 m

e  Ship type: Cruise, ROPAX, Pure passenger, and
RoPAX (Rail)

e Location: worldwide

o (lass type: IACS and non-IACS (for the fleet at
risk)

Keeping in mind the 1995 SOLAS Conference
and scope of the FLARE project, worldwide
accidents during the last 20 years have been
investigated. The identification of different
accidents into collision and grounding are in line
with the definition of accident types mentioned in
IMO MSC/Circ. 953, i.e., Collision: striking or
being struck by another ship (regardless of whether
underway, anchored, or moored); stranding (or
grounding): being aground, or hitting/touching shore
or sea bottom or underwater objects (wrecks, etc.).
To filter large passenger ships from the database, a
lower threshold value of 3,500 GT is selected,
representing an average value based on a simple
comparison of Cruise and RoPAX ships having an
overall length of 100 m. It is, essentially, a
compromise between having enough data in the
database for meaningful statistical analysis while
focusing on large passenger ships. For the same
reason, the filter for the ship-built year in the
accident period has not been applied in this study.
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Data Sources

Figure 14 summarizes various sources from
which the data is collected. The FLARE database is
built mainly on five sources, supplemented by data
from ship operators and other public sources,
namely:

e Sea-web (by IHS Markit), IHS, (Sea-web, 2021)

e IMO GISIS (Global Integrated Shipping
Information System), (IMO GISIS, 2021).

e EMSA EMCIP (European Marine Casualty
Information Platform), (EMSA EMCIP, 2021).

IMO Reports

EMSA
Database

Sea-web r Ship

Figure 14: Main information sources of the FLARE
database

Sources

Initially, all the collision and grounding
accidents were thoroughly examined based on the
different accident categories defined in the Sea-web,
whilst cross-checking accident data with available
accident reports and other online sources.

Data Taxonomy

A well-structured taxonomy has been defined to
ensure the data is captured and organised in a
meaningful manner. The newly updated taxonomy
results are evolved from the Sea-web, EMSA
EMCIP, and IMO GISIS databases with the addition
of fields related to the natural light at the time of the
accident, more explicit details on the weather
conditions, damage component, and location.

Probabilistic Modelling of Breach Distributions

Based on the developed accident database, a
detailed statistical analysis was undertaken to derive
breach distributions for pertinent ship types and
hazards. Most of the breach information mentioned
in the database contains qualitative descriptions, for
example relating to the breach as the hole, gash, tear,
crack, above/below the waterline, etc., with no real
quantitative measures of the damage opening. Table
1 shows the number of samples provided for the
different damage locations in collision and

grounding accidents whilst Table 2 indicates the
total number of breach data (quantitative measures)
available in the database for collision, side, and
bottom grounding. The figures clearly indicate that
the recorded number of cases is scarce, especially for
damage penetration, where such information has
been registered in only one case (bottom grounding).

Table 1: Number of accident cases providing qualitative
measures of hull damage positions

Damage Position Collision Grounding
Bow 56
Stern 4 8
Port 48 12
Starboard 84 46
Above the waterline 66 3
Below the waterline 19 85

Table 2: Number of accident cases providing quantitative
measures of hull breaches

Damage Collision Side grounding Bottom
extents grounding
Length (L) 32 14 12
Width (W) 10 10 5
Penetration (D) 0 0 1

Figure 15 to Figure 17 show the percentage of
accidents in the longitudinal, transverse, and vertical
damage positions of the ship hull related to collision
accidents. For both RoPAX and Cruise ships, a
similar trend is observed for all the damage
positions. Along the length (longitudinal) position of
the ship, the bow of the ship dominates, which
includes 42% RoPAX and 52.6% Cruise. The
majority of the collisions occurred above the
waterline (84.6% RoPAX and 77.8% Cruise). The
collisions at the starboard side (52.9% RoPAX and
54.5% Cruise) of the ship marginally dominate the
port side.
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Figure 15: Longitudinal distribution of damage breaches
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Figure 17: Vertical distribution of damage breaches

The statistical characteristics of damage
parameters (length and width) are analysed based on
the best-fit probability distribution function (PDF).
The goodness-of-fit (GOF) method, using the
Kolmogorov—Smirnov (K-S) tests combined with
probability plots for a 95% confidence interval, is
used to verify the selected PDF compatibility. The
most well-known PDFs were chosen based on their
popularity and relevance. The selected PDF is
further confirmed using the lowest test statistics,
which is the difference between the data sample and
the fitted empirical CDF. Based on the results of the
statistical analysis, the PDF and CDF of the damage
characteristics were established for collision, bottom
grounding, and side grounding. Figure 18 shows the

CDF of breach distribution - collision

CDF

0 10 20 30 40
Damage extent (L)
—'Log-Logis'tic (SIF"')

(a)

breach probability distributions for damage length
and breadth for the 3 hazards (collision, side and
bottom groundings). These distributions need to be
normalised by accounting for the fleet at risk for
each one of the hazards and, of course, as indicated
earlier, 6 distributions are needed for each hazard to
completely describe the breach distributions. The
results presented here are early work in the Project
FLARE to be completed in due course. The purpose
of presenting it here is to demonstrate the
methodology that needs to be followed in the
statistical approach for damage breach definitions.

Table 3 summarizes the details of the types of
distributions selected and their parameters, along
with the corresponding p-factors.

Table 3: The probability distribution of breach extents for
collision, bottom, and side grounding.

Accident Damage PDF Parameter
type characteristics
Collision Damage length ~ 3-P Log- «a =1.2086
@) logistic p=3.64
y =0.0042
Damage width 3-PLog- a=1.5891
W) logistic f =2.6846
y =0.1695
Bottom Damage length ~ 2-P a =0.5055
grounding (L) Weibull p=13.22
Damage width 3-P a =0.4146
W) Weibull £ =4.939
y =0.008
Side Damage length  3-P Log- «a =0.5635
grounding (L) logistic p=1219
7 =0.07
Damage width General a =0.9275
W) extreme £ =0.4160

value 7 =0.3089

Note: 3-P and 2-P denotes three-parameter and two-parameter,

respectively.

CDF of breach distribution - collision
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Damage extent (W)
—Log-Logisfic (SP)

(b)



Proceedings of the 18™ International Ship Stability Workshop, 12-14 September 2022, Gdarsk, Poland 56

CDF of breach distribution - bottom grounding
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Figure 18: (a) CDF of damage length (L) for collision; (b) CDF of damage width (W) for collision; (¢) CDF of damage length
(L) for bottom grounding; (d) CDF of damage width (W) for bottom grounding; (e) CDF of damage length (L) for side

grounding; (f) CDF of damage width (W) for side grounding.

4. DIRECT APPROACH TO MODELLING
BREACH DISTRIBUTIONS

The first step of the methodology is to run a very
large number of scenarios, for each hazard in
question, namely collision, side grounding and
bottom grounding, considering a reference ship. The
aim is to simulate a large range of representative
breaches, adopting for example, a design of
experiments strategy and using suitable crash
analysis software. In the example presented here, the
Super-Element software SHARP is utilised and the
hazard considered is collision. In the particular
example considered, a collision scenario is defined
by the following parameters: (a) striking ship type,
(b) striking ship initial surge velocity, (c) struck ship
initial surge velocity, (d) impact longitudinal
position, (e) collision angle, (f) striking ship draft
and (g) struck ship draft. For each of these
parameters, a range of values has been defined in
order to build a load case matrix capable of inducing

a large range of pertinent breaches. 1,980 collision
scenarios have been defined by considering the
combination of parameters presented in Table 4. As
indicated  earlier, SOLAS damage
distributions for collision are developed based on all
ship types. In this respect, considering that the
number of accidents leading to flooding of large
passenger ships are rare, as demonstrated by the data
presented in Section 3, this poses a statistical
challenge to
distributions. This, in turn, makes a direct approach
much more attractive, especially considering that the
right tools are available for this purpose.

current

obtain desired and accurate

Table 4: Parameters used in collision crash analysis

Parameter Unit Values
Striking ship type 11 ships (see Table 5)
Striking ship initial surge 2,4,6,8,10
velocity (m/s)
Impact longitudinal position 95.2,103.6, 112

(m)

Collision angle (degrees) 30, 45, 60, 90
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Table 5: Striking ships general characteristics

ID Vessel Type Length overall Moulded breadth  Draft Depth Displacement
(m) (m) (m) (m) (Tonnes)

1 Cargo 92.2 14.0 49 10.0 3,500

2 CSV 80.0 17.6 6.8 13.8 3,500

3 Chemical carrier 110.0 19.5 7.6 10.6 11,064

4 Gas carrrier 155.0 22.70 6.92 17.95 16,006

5 Cargo 145.0 15.87 8.00 11.15 15,415

6 RoRo 180.0 30.50 6.80 15.80 22,062

7 Passenger 251.0 28.80 6.60 19.35 29,558

8 RoPax 221.0 30.00 6.90 15.32 30,114

9 Bulk carrier 180.0 30.00 10.00 15.00 50,000

10 Container 300.0 48.20 12.50 24.60 119,130

11 Tanker 274.0 42.00 14.90 21.00 140,000

With respect to the definition of the collision
scenarios, it is to be noted that:

e Since SHARP considers the structural
description of one half of the ship (collisions are
modelled at port side), the structure of the ship
has been considered symmetrical and hence a
unique model is used.

e In all simulations, the struck ship is supposed to
be at rest (no initial surge velocity). This is in
accordance with Liitzen (2002), who observed
from the collision accident statistics that the
most likely surge velocity of the struck ship
would be zero. Furthermore, the ship considered
for the case study having very limited draft
variability, the struck ship was assumed to be at
design draft.

e According to the probabilistic damage analysis
model, the longitudinal position is independent
of all other damage variables. On this basis,
only impacts at the midship section are
modelled. However, the actual longitudinal
position varied so that transverse bulkheads can
also be directly hit.

In simulating collision scenarios, a large range of
striking ships is considered, as it drives the damage
size obtained but also the relationship between the
damage longitudinal, transverse and vertical extents.
For the analysis presented here, 11 striking ships of
various types and dimensions were modelled. The
general characteristics of the striking ships
considered represent the world fleet and are shown
in Table 5.

For this case study, all the calculations have been
carried out considering a reference ship the
FLOODSTAND SHIP B Cruise ship, Luhmann
(2009), the main particulars of which are given in
Table 6. The super-element structural description
has been modelled for a section that is 100 m long

along the ship parallel body and centred on the mid-
ship section. All materials have been modelled as
rigid-perfectly plastic with S235 mild steel
properties (see Table 7). The failure strain - which in
SHARP is compared to the averaged tension stress
within the super-elements - has been considered
equal to 10%. Similar values have been observed by
other authors to provide a good fit between super-
element predictions and experimental results, Zhang
(1999), Liitzen, (2002), Buldgen et al. (2012). The
SHARP super-element model of the struck ship is
shown in Figure 19. Its hydrodynamic properties as
required by MCOL have been obtained using the BV
Hydrostar software, (BV, 2019).

Table 6: Reference ship main particulars

Parameter Value
LPP [m] 216.8
Breath moulded B [m] 322
Depth D [m] 16
Draft T [m] 7.2
Displacement [tonnes] 33,923

Table 7: Material parameters considered

Parameter Value
Yield strength [MPa] 235
Tensile strength [MPa] 400
Flow stress [MPa] 317.5
Failure strain [-] 10%

Figure 19: Struck ship SHARP model
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As far as the striking ships are concerned, the
bow shape has been modelled in SHARP and the
ships have been assumed to be rigid. For the studied
ship, this assumption is supported by the finite
element analysis (FEA) computations carried out
during the benchmark of SHARP using striking ship
8, which showed a good agreement between the FEA
and SHARP results.

After simulation of all collision scenarios and
filtering damages not compatible with SOLAS
description (i.e., mainly damages with lower vertical
limit above the waterline), it was examined to which
extent potential SOLAS damages can be practically
simulated. This is demonstrated in Figures 20-24,
where the main damage parameters (Ly, Ly, Zy;, Z11)
are presented by pair plots. Overall, it is deemed that
the SOLAS domains are well populated by the
simulation results. Some unpopulated areas are
discussed below:

o Figure 20 shows that no damages of length
higher than 50 m are obtained. A potential
explanation is that the calculation matrix lacks
very severe scenarios. Another explanation
would be that for the reference ship considered,
the SOLAS damage limit of 60 m cannot be
physically reached when considering realistic
scenarios.

e Figure 20 also shows that longitudinal damages
higher than 20 m (L, > 20m) with low
penetrations (L,, < 2.5 m) cannot be simulated.
This may be due to the fact that no initial surge
velocity was considered for the struck ship. It
could also come from the underlying SOLAS
model, which considers that for such type of
damages, the longitudinal and transverse extents
are independent.

e Figure 21 shows that the domain is well
populated due to the large striking ships
database. No damages have been simulated with
the damage upper limit slightly above the
waterline and the damage lower limit slightly
below. The simulation of such damages would
typically require that the damage is due to the
bulb of the striking ship only and that the
combination of striking ship draft and bulb
height is adequate.

e From Figure 22, it can be noted that no
longitudinal damage can be simulated with
vertical position just above the waterline.
However, this was expected since long damages
mainly correspond to the more massive striking
ships with high freeboard.

e Figure 23 shows that simulated damages with
large penetration have lower vertical limit close
to the ship bottom. This was expected given the
bow shapes of the striking ships.

In Figure 24, the results from Figure 20 are
shown after clustering the data into either striking
ship initial velocity or collision angle. It is observed,
as expected, that the striking ship initial velocity has
a significant influence on the damage extent and that
the collision angle has a strong impact on the damage
length.
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5. CONCLUSIONS

Despite a late start and slow early development
in the subject of probabilistic damage stability, the
past three decades have seen remarkable progress in
the evolutionary development of this subject. Such
progress covers specific elements in the probabilistic
damage stability calculation/simulation process as
well as the process itself. Focussing on the requisite
data for such calculation/simulation, no input is
more important than the damage breaches for each
related hazard (collision, side grounding, bottom
grounding) and associated probabilistic content, so
called p-factors. Pursuing clarification in such
determination, the following areas and concerns
have been addressed, leading to specific conclusions
and recommendations for further work to improve
knowledge in this specific subject:

e (Clarification on what exactly p-factors are and
how they are defined in terms of marginal
distributions of six parameters: length, breadth,

height, location, side of ship, upper and lower
location.

e How to sample such distributions in order to
ensure sufficient accuracy in the damage
sample.

e Explanation of what constitutes zonal or non-
zonal methods in damage breach generation.

e Derivation of the marginal breach distributions
based on statistical methods, describing, and
using a new accidents database, specific for
passenger ships and addressing all pertinent
hazards (collision, side grounding, bottom
grounding).

e Explanation and demonstration of a direct
approach to deriving pertinent p-factors, using a
passenger ship operating in the Gulf of Finland.
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ABSTRACT

Historically speaking, the primary driving force behind internal ship layout (mainly subdivision) has come in
the form of rules and regulations. In such instances, change has occurred slowly, often in a reactive manner in
the wake of accidents. However, the nature of internal layout that is favourable for operation, is often in conflict
with that for safety and hence objectives pertaining to each generally lie in antithesis. This is particularly true
for passenger ships, for which the extent of the hotel/accommodation arrangements is substantial, considering
onboard habitability. For this reason, the rate of safety progression by introducing more stringent watertight
subdivision requirements has often been slowed due to industry resistance on the grounds that their ability to
operate a viable business 